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NMPUMEHEHUE MOJYJIE NCKYCCTBEHHBIX HEMPOHHBIX CETEWM IS
KJIACCUPUKALIMU U30BPAKEHUI MO IIBETOBBIM ITPU3HAKAM

TYC ©3I'OUOJIYKTOPY BOIOHYA CYPOTTOPLY KIIACUPUKALIUATOO YUYH
JKACAJIMA HEHPOH TAPMAT BIHBIH MOJYJIJAPBIH KOJIJJOHYY

APPLICATION OF ARTIFICIAL NEURAL NETWORK MODULES FOR IMAGE
CLASSIFICATION BY COLOR FEATURES

Annomayuna: B cmamve paccmampusaemcs ucnonvb3oganue mooyiel UCKYCCMBEHHbIX HeUPOHHbIX
cemell Ol AGMOMAMUYECKOU KAACCUPUKAYUU U300PANHCEHUL NO UX UYBEMOBOMY COOEPHCUMOMY.
Paspabomannas modens exnouaem 6 cebss npedgapumenvbHyo 0OpabomKy uzoopajicenutl, noCmpoeHue
apxumexkmypul C6EpMOYHOU HEUPOHHOU cemu U obyueHue Mooenu HA CNeyualru3upo8anHblX HAOOPAX
OaHHbIX. Pe3ynomambsl 0eMOHCMPUPYIOm 8blCOKYI0 MOYHOCMb PACNO3HABAHUS Y8EMOBLIX NPUSHAKOS U
noomeepoicoarom 3¢ GexmusHocms NPedI0AHCEHHO20 N0OX00A.

Knrwouesvie cnoea: uckyccmeennas HeUpOHHAs cemb, KAACCUDUKAYUSA UI00paAdtCeHUll, Yeemoguvle
NPU3HAKU, C6EPMOYHAS HEUPOHHAS Cemb, 00yUeHUe C yuumenem.

Annomayuacel: byn makanaoa cypemmepoy mycmyk 6320401yKmMepy OO0IHUA A8MOMAMMBbIK
MYpoo KAACCUPUKAYUALOO YUYH HCACAIMA HEUPOH MAPMAKMAPLIHIH MOOYIOAPbIH KOTOOHYY Kapaniam.
Hwmenun uvikkan mooens cypommeopoy anovlH ana WmemyyHy, KOHBOTOYUSIbIK HelPOH MAapMa2blHbIH
aApXUmMeKmypacvlh My3yyHy oHcana MoOenou amatiblHh MaanieimMam monmomoopyHa YupoemyyHy
kammuiim. Hamuuisxcanap mycmyy 6eneunepou maamyyoa Hco20pKy MAKMulKmMbl KOPCOMYN,
CYHYWMAN2AaH bIKMAHbIH HAMbBLUNCATYYIY2YH MACTbIKMAM.

Hezu3zzu co300p: sxcacaima HelipoH mapmak, Cypommy KiacCu@ukayusanoo, mycmyy 0320401yKmeop,
KOHBONIOYUSANILIK HEUPOH MAPMAK, KO3OMOJIOOH2OH OKYMYY.

Abstract: This article discusses the use of artificial neural network modules for the automatic
classification of images based on their color characteristics. The developed model includes preprocessing
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of images, construction of a convolutional neural network architecture, and training on specialized
datasets. The results demonstrate high accuracy in recognizing color features and confirm the
effectiveness of the proposed approach.

Keywords: artificial neural network, image classification, color features, convolutional neural
network, supervised learning.

AKTYaJILHOCTB HccJieioBaHusl. COBpeMEHHbIE METOIbl 00pabOTKH N300paXKeHN IPHUOOPETAIOT BCE
Oosiblllee 3HAYECHUE B Pa3IMUYHBIX OOJACTAX HAyKH M TEXHHUKH, BKJIHOYas MEIUIMHCKYIO JUArHOCTHUKY,
IPOMBIIIJICHHBI KOHTPOJb KayecTBa, ATrpo NPOMBIIUIEHHOCTh W Oe3omacHocTh. OgHUM U3
NEPCHEKTUBHBIX HAMpaBICHUHN sBIAETCS KilacCUUKAMs H300paKEHU Ha OCHOBE HMX I[BETOBBIX
IIPU3HAKOB, YTO IO3BOJSIET A(PQPEKTUBHO pellaTh 3aJayd aBTOMAaTUYECKOM COPTHPOBKH OOBEKTOB,
oOHapyXeHus1 Je(PEeKTOB U ONTHMH3ALNUU TEXHOJIOTMYECKUX IMPOLECCOB. TpaauIlMOHHBIE alTOPUTMBI
00paboTKN M300pakeHUIl Ha OCHOBE PYYHOW HACTPOMKHU LBETOBBIX (PUIBTPOB YaCTO OKAa3bIBAOTCSA
HEIOCTAaTOYHO TOYHBIMM MJIM TpeOyIOT 3HAYMTEIbHBIX YCHJIMH IO afanTallM I0J HU3MEHSoLHecs
ycioBus. B 3TOM KOHTEKCTE NMPUMEHEHHE MOAYJEeH HCKYyCCTBEHHBIX HEMPOHHBIX CETEH, CIIOCOOHBIX
CaMOCTOSITEJILHO BBIIEISATh U AHAJIM3UPOBATh LIBETOBbIE OCOOCHHOCTH M300pa’kKeHM, OTKPHIBAET HOBBIE
BO3MO)KHOCTH JUUIsl TIOBBILLIEHUSI TOYHOCTH M aBTOMaTH3allMU IporeccoB. Mcrnonb30BaHue CBEPTOUHBIX
HeliponHbIX ceteil (CNN) mo3BoJseT He TOIBKO MOBBICUTH Ka4eCTBO KJIACCH(UKAIINK, HO U CYIIECTBEHHO
COKpaTUTh BpeMsl aHaJIu3a 3a CU€T napasuiebHOM 00paboTku u300paxxkeHuil. B ycnosusx pocra 06beM0OB
JAHHBIX U HEOOXOIMMOCTH OBICTPOTO MPUHATHUS PELICHUH TaKue MPEeUMYILECTBa SBISIOTCS KPUTHUECKU
BaXHBIMH. TakuMm oOpa3oMm, pa3paboTka W TPUMEHEHHE HEWPOHHBIX CETEeBBIX MOIYJIEH JUIs
Kjaccu(ukauy M300paXeHWH IO I[IBETOBBIM IIPU3HAKaM MPEACTaBISIOT CO00H akTyallbHYIO H
BOCTPEOOBaHHYIO 33/1a4y, COOTBETCTBYIOLIYIO COBPEMEHHBIM TpPEHIAaM pPAa3BUTHS HCKYCCTBEHHOTO
MHTEJJIEKTa U aBTOMATU3aLlUU.

AHaJIU3 METO/I0B M ONUCAHHUE MOJYYEeHHBIX Pe3yJIbTATOB

JlaHHO€ HcCleJOBaHUE IOCBAIIEHO NMPUMEHEHUI0 METOIOB KOMIIBIOTEPHOI'O 3PEHHUS M MAallUHHOIO
oOy4eHHs sl pelIeHHs 3a/1a4 aBTOMaTH4eCKON Kiaccuukanuu n3o0paxeHnii o0bekToB (0aHAaHOB) B
peasibHOM BpeMeHH. OCHOBHOM 11€JIbI0 paboThI ABJsieTCs pa3paboTKa CUCTEMBI, CIOCOOHOM 3(h(hEeKTHBHO
pa3nuyath TPU KaTeropuu OOBEKTOB: CBEXHe OaHaHbl, THUIbIE OaHaHBI U OOBEKTHI, HE SBISIOIINECS
OaHaHaMHU.

B pamkax mocTaBIEHHOH LIEJW PELIAIOTCS CIENYIOUINE 3a/1aui: IPOEKTUPOBAaHNE HEMPOHHOM CETEBOM
MoJieNH, obecrneunBaroniell pacro3HaBaHiue 0ObEKTOB 3a/laHHOM KaTeropuu B PaziIMYHBIX COCTOSHMSIX
(cBexwue, rHuibIe); GopMHpoBaHUE Oa3bl JaHHBIX, BKJIIOUaroIled HM300pakeHuss OaHAHOB B pa3HBIX
COCTOSIHUSIX, @ TaKXe H300pakeHHs] MOCTOPOHHMX OOBEKTOB, C IEJIbIO TOBBIIICHUS TOYHOCTH
KJIacCU(UKALIMHU; ONTUMHU3ALUS ApXUTEKTYpbl HEHPOHHOM CETH U MPOBEICHUE aHaIN3a KauyeCcTBa MOJIENH
IUI TOCTMIKEHUS BBICOKOW TOYHOCTH pacro3HaBaHus. lIpemiokeHHas METONOJIOTHsS OCHOBaHa Ha
MHTETPaLlU COBPEMEHHBIX METOJ0B 00paboTKH M300paxkeHHH U IyOokoro obydeHus. B mpomecce
uccnenoBanusi mpumeHsuck: ImageDataGenerator (Keras) nnst nuHaMuYecKoW ayrMEHTAllMU U
HOpMaJTU3aIMK H300pakeHu i Ha 3Tarne NOATrOTOBKU NaHHbIX; Y OLO /i npenBapuTebHON pUIBTpaiuu
CIICHBI U BBIPE3aHUs IENIeBbIX 00BEKTOB (6aHaHOB) U3 001Iero nzobpaxenus; OpenCV (cv2.resize) st
MIPUBEJIEHUST pa3MepoB u300paxeHuil k eaumHomy ¢dopmary; TensorFlow/Keras img to array st
npeoOpa3oBaHus M300pakeHH B (QopMaT, NPUTOIHBIA Ui Mofayd B HeHpoHHYI0 ceTb. Ocoboe
BHUMaHUE YAENSAJIOCh CO3/IaHUIO CTPYKTYpbl HEHPOHHOW CETH, CIIOCOOHOW MOAJIEPKUBATh BBICOKYIO
TOYHOCTH KJIaccupukauu npu oopadboTke n300pakeHuil B peaibHOM BpeMeHU. Taxke OblTH MPUMEHEHbI
TEeXHUKU OaTaHCHUPOBKU KJIACCOB M AJalTUBHOIO M3MEHEHHsI CKOPOCTH OOy4YeHMs Ul TOBBIIICHUS
cTaOUJIPHOCTH MOJeNIM Ha mpakTuke. Pa3paboraHHas cucremMa HampapieHa Ha peIlleHue 3ajadu
aBTOMAaTUYECKOW KacCU(PUKAIMK HW300paKeHU, YTO MO3BOJISET PACIIMPUTH BO3MOKHOCTH KOHTPOJIS
Ka4yeCTBa Ha MTPOU3BOJCTBEHHBIX MPEANPUATUAX U aBTOMAaTU3UPOBATh MPOLIECCHl COPTUPOBKU TOBAPOB B
YCIIOBUSIX YBEJIMUYMBAIOLIErocs oObeMa JaHHbIX. [l peanu3anuu IOCTaBICHHBIX 3ajad ObLia
pa3zpaboTaHa KOMIUIEKCHas METOJMKa, BKJIOYamomas B cebs 3Tambl (popmupoBaHusi 0a3bl JaHHBIX,
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npenoopaboTku  u300pakeHui, BBHIOOpa W OOy4YeHUsT MOAETM HEWPOHHOW CeTH, a TaKxke eé
MOCJIEAYIOIIEr0 TECTUPOBAHUS B PA3TUUYHBIX CLIEHAPUSIX.

2.1. COop 1 nNOArOTOBKA JAHHBIX

[TepBsIii 3Tam KccIenOBaHUs OCHOBaH Ha cOope pasHooOpa3zHoro Habopa uzodpaxkenuid. st aToro
chopmupoBanu coOCTBEHHYIO 0a3zy AaHHBIX, B KOTOphid BxomuT 1000 dotorpaduii, pa3OUThIX Ha TpU
OCHOBHBIX KaTeropuu:

- Fresh (Cexue 6anansi) - 40% BbIOOpPKH;
- Rotten (I'munbie 6ananbl) - 30% BbIOOpKH; - Non-fruit (He
Oananbl) - 30% BBIOOPKH.

JlaHHOE COOTHOLICHNE KaTeropHii ObLJI0 BEIOpaHO BO u30exkaHue 3¢ dexra nepeoOydeHuss MoJenu u
pa3banaHCHPOBKHU KJIACCOB HA OJIHY KaTErOPHUIO U JUIsl OBBIIIEHUS €€ criocoOHOCTH Ooee 3 heKTuBHO
OTIMYaTh IIBETOBOM cekTop 00bekToB. llpenBapurenbHas MOATOTOBKA JaHHBIX BKJIIOYaeT B cels
CIICIYIOIINE ATAlbl: MOATOHKA M300pakeHUil K enuHOMy pasmepy 128x128 mukceneit, mis yCcKopeHUs
oOyueHus U yHU(UKALIUY TaHHBIX; TPUMEHEHHE METOJIOB ayTMEHTAIlMHU JIAHHBIX (TIOBOPOTHI, U3MEHEHUS
LIBETOBOIO CIIEKTPA, OTPAXKEHMUsSI, SIPKOCTh, KOHTPACTHOCTb) JUISl PACIIMPEHHUS BXOAHBIX NTAHHBIX U
MOBBIIICHUS] YCTOWYMBOCTH MOJEIM B CIydasX HM3MEHEHHUS YCJIOBHW OCBEIICHUS; OallaHCHPOBKA
n3o0paxenuii, paBHomepHoe oOyuenne HC wu mnpemoTBpaiieHHe €€ CMEUIeHHS B CTOPOHY
MHOT'OYHMCIIEHHOT'O KJIacca.

2.2. lerekuusi 00beKTOB ¢ momob0 YOLOVS
Jnis yaydimeHus B3aUMOJACHCTBHSI KaMmepbhl B PEAJIbHOM BPEMEHHM W BO HM30€XKaHHWE CIydaifHBIX
cpabarbiBaHUi, B MpOeKT BHeapeHa moaens YOLOvVS, xotopas nenaer mNpeABapUTENbHBIA MOUCK
00beKkTOB Ha u300pakeHnn. OOHApY)KEHHBIH Kamepoil OOBEKT BO BpeMs paloThl Imepenaercs B
KJ1acCU()UKAITMOHHYIO MOZETB JUIS OTIPESIICHHS K OJHOMY M3 TPEX KaTeTOPHii: CBEXXHE OaHAHbI, THUJIBIC
Oananbl, He OanaHbl. YOLOVS Obuna BeiOpaHa 3a €€ BBICOKYIO cKopocTh paboTsl Ha CPU u TouHOE
orpeesieHus] 00bEeKTOB pa3auuHbIX MacmTadoB. Janusrii moaxon (YOLO + knaccupukarop) MOBBICHIT
YCTOMYUBOCTH K ((OHOBOMY IIYMY U UeJIOBeYECKOMY (akTopy (Hampumep, pyKH B Kajpe).

1. ApxuTekTypa 1 00y4eHHe HEHHPOHHOM CeTH

Jnis penieHus nocTaBieHHOHN 3a7ja4M OblIa MOcTpoeHa cBépTouHas HeliponHas ceTb (CNN), uro
MO3BOJIMJIO MOAHATH 3((PEKTUBHOCTh 33/1a4d KOMIIBIOTEPHOIO 3pPEHUs, OCOOCHHO B PacllO3HABAHUU U
KJ1accu(UKAIUM Pa3IMUHbIX BU3YyalbHbIX MaTTepHOB. CNN MOXKET M3BJIE€KaTh MPU3HAKU U3 TAHHOTO €if
M300paxeHusl MyTEM IOCIEN0BATEIbHOIO MNPUMEHEHUs CBEPTOK M ONepaluid CyOnuCKpeTH3aluu
(Pooling - ymeHsbI1€H1E pa3Mepa TaHHBIX).

Bxonnoit cnoit (Input Layer). Bee Bxoasire n3o0pakeHus 4to €il mpeaiaraiTcs YHUQUIUPYIOTCS 10
pa3zmepoB 128 x 128 nukceneit HeCMOTps Ha TO, YTO W3HAYAJIbHO OHHM OBUIM Pa3HOro pa3Mmepa, ¢ Tpems
1BeToBbIMU KaHanmamMu RGB, uTto sBisiercss onTHUMaabHBIM OalxaHCcOM [UIsl MPOU3BOAUTENBHOCTH
MIPU3HAKOB.

Ceéprounsrit cnori (Convolutional Layers). bepyrcs Tpu mocnenHux Oi0Ka, KOTOpBIE COMEpIKarT:
Ceéptounble ciou ¢ guiubTpamu 32, 64 u 128, pazmep saapa 3x3, KOTOpPbI H3BJIEKAaeT LIBETOBBIE U
TEKCTOBBIE TIPU3HAKH;

Oynknus aktuBauu ReLU, moBbIraeT HemMHEHHOCTh U yckopsieT ooyuenne HC;

Crnoit cyonuckperuzanuu (MaxPooling) pazmMepom 2x2, yMEHBIIIAET KOJIMYECTBO pa3Mepa JaHHBIX U
KOJINYECTBO BBIUHCIICHU.

[Tomroctrio cBszanubie ciou (Full Connected Layers). [IBa ciost conepxar 128 u 64 HeiipoHa
MpeHa3HauYeHHbIe AJ1 0000IIeHHs 1 00beAMHEHNS IPU3HAKOB B OJIMH eIuHBIN BekTop. Mcnonbiyercs
Dropout (¢ ypoBHeM 0.4) Mexay TMOJHOCTBbIO CBSI3aHHBIMHM CJIOSIMH, KOTOPBIA IpeJOTBpallaeT
nepeoOydeHre U yBEIMUYUBAET YCTOMUNBOCTh MOJEIIH.

Beixognoii cnoit (Output Layer) Conepskut 3 HelpoHa, KOTOPBI COOTBETCTBYET  Kjaccam
«cBexHe OaHaHbI», «THUIIbIE OaHAHbBD, «HE OaHaHbD». [l KiIaccupUKAMM aKTUBALMHM MPUMEHSETCS
¢byHk1Ms softmax oHa MO3BOJISIET MOMYYUTh BEPOSTHOCTD PACTIPEIETICHHUS 110 KlaccaM.
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B npouecce o0yuenunst HC 0111 BBIOpaHb! MeTo1bI « DYHKIINU TOTEph» U «OnTuMuzatop Adamy.
Oyukuus noreps 3hdeKTUBHA MPU PElIEHUH 3a/1a4 MHOTOKJIACCOBOW KJIaCCHU(PHUKAIMH, & ONTUMHU3ATOP
Adam yckopsier BeimosniHenue 3aaa4 [Kingma, D.P., Ba, J. 2014]. luxn o6yyenus HC cocrtaBnser 150
3MOX, a pa3Mep MUHH 0aTya (KOMIIPOMHUCC MEXKTy OOBIYHBIM TPAJUEHTHBIM CITYCKOM M CTOXaCTUYCCKUM)
32 uzobpaxenusd. JlaHHbIe 3HAYEHUS MTO3BOJIMIIN MOTYYUTh ONTUMATbHOE COOTHOLICHHE LIMKIIA KU3HU U
obecrieunnn 3Q(PeKTUBHOE HUCHOIB30BAaHUE BBIYMCIUTEIBHBIX PECYPCOB CUCTEMBbI U CTAOMIIbHOM
cxogumoctu. Kaxmoe wuzoOpaxkenue, BwiaeneHHoe YOLOVS, mepemaérces B KiIacCH(PUKAIMOHHYIO
MOJIeJIb Ha OCHOBE CBepTOoYHOW HepoHHOW ceth CNN, Takoi THOPUIHBIN IMOAXOJ 3HAYUTEIHLHO
MOBBIIIAET TOYHOCTh CUCTEMBI.

OOyueHue OCyHIECTBISUIOCh Ha 3apaHee IMOATOTOBICHHBIX Marepuanax (0a3a JaHHBIX),
cocrosimux u3 1000 mpumepoB, pasneneHHbIX Ha TpeHupoBouHyro (80%) u Bapuanuonnyio (20%)
BbIOOpkK. HC mepBbIM JieoM MOATOHSET Bce M300paskeHUs K ogHoMy macmtaly (128x18), BropeiM
ATanoM TMPOU3BOAUT AYTMEHTALUIO JIaHHBIX, & MMEHHO TEHEPUPYET IOMOJHUTEIbHBIE BapUAHTHI
M300paKeHHii IyTeM MOBOPOTA 10 25 rpaaycoB, U3MEHSET sIpKOCTh Ha 20%, MeHseT KOHTPACTHOCTh J10
15%, Takxke MeHsSET IBETOBOM Oamanc. B manmpHEHIIeM mPOMCXOMUT OalaHCHPOBKA KIJIACCOB,
aBTOMAaTUYECKOE BbIPABHUBAHME ITPOMOPLIMU N300paskeHUH AJ1s IPEJOTBpAIlEHUs IEPEKOca MOIEIIH.

OcHOBHBIM 3TanoM pa3padoTku ctano ucnonb3zoBanne HC npu ananmse n3obpaxeHus B peaqibHOM
BPEMEHMU, UCIIOJIB3YsI KaMepy, OAKIOUEHHYIO K IEPCOHAIbHOMY KOMIIBIOTEDY.

[Tponecc paboThI MOJIENTM B peaTbHOM BPEMEHH BBITVISITUT CIIETYIOIIUM 00pa3oM:

- [Ipu nmomomm Oubmuoreku Open CV Obuta BHeIpeHA CHCTEMa BHUACONOTOKA C KaMmep, KOTopas
BBITIOJTHSIET 3aXBaT KaIpOB CO CKOPOCThIO 30 KapoOB € CEKyHIY.

- Kaxapiit kaap cpasy IpOXOJUT MpeABApUTENbHYI0 00pabOoTKy M U3MEHSET pa3Mep M300pakeHus u
IIPOUCXOUT HOPMAJIU3alUsl KaHAJIOB.

- ['oToBoe M300paXkeHne nepenaércs B MOJIeIb, KOTOpasi cpa3y BBIIACT PE3YNIbTAT KIACCU(PUKAIINH.

- [oTOBBIN pe3ynbTaT BHIBOAWUTCS HAa DKpPaH YCTPOMCTBA W OTIPABISAET KOMAHAY Ha BBITIOJIHEHHE
IEUCTBUSL.

- bnaronapss ObicTpoii pabore CNN u mnpeaBapuTenbHOll 00paOOTKE MaHHBIX, MporpaMma
JIEMOHCTPHUPYET BBICOKYIO CKOPOCTh PaCO3HABAHMUSI.

Jns ouenku ycroiunBoctd Mofenu HC ObUT MpoBeeH SKCIEPUMEHT B YCIOBUAX PA3IUYHOTO
OCBeIlleHUs, paccTosiHUe A0 00bekTa oT 20 10 50 cM, Ha OMHOPOAHBIX U HeoAHOPOoAHbIX doHax. HC He
TOJIBKO YCIICIIHO KJIacCU(UIUPYET M300pakeHUs] Ha CTATHYHBIX JIAHHBIX, HO U 00€CIeUnBaeT OUYCHB
HAJEeKHYI0 paboTy B pekuMe pealbHOro BpemeHu. Bo Bpems mpoBepku r¢dextuBnoctn HC Obna
MOJATOTOBJIEHA TecToBasi BBIOOpKa, cocrtosmas u3 1000 m3o0pakeHUi, KOTOpble HE Yy4acTBOBalH B
oOyuatomieir BeiOOpke. Ha Tecre momens moxkazana 91,4% oOmryto TouHOCTh M 88,6% TOYHOCTH
pacmo3HaBaHMsT H300pakeHUST B peanbHOM BpemeHu. CpeaHee BpeMs paclo3HaBaHHS OIHOTO
nzoopaxenus coctannsget 0,05 cexynn. KonnuectBo kaapoB, 00pabOTaHHBIX 32 2,5 MUHYTY, OBLIIO OKOJIO
704 xaapoB.

B nmporecce ucnomnp3oBanack Gpopmynia BEIYUCICHHUS TPOU3BOAUTEIHLHOCTH 00paOOTKU B PealbHOM

1
Bpemenu (Bishop, C.M. (2006)) [n ]:
B [1]
r7e:
- FPS (Frames per second) - mpou3BoAUTETEHOCTh 00paOOTKU N300paKEHUH,
- N - KOJIHYeCTBO 00pabOTKM KaJpoB, - t - oO1iee BpeMst 00paboTku B cekyHAy. B Hamem
clrydae:

4
FPS = w0 - 11,7 kaipoB/ ceKyHay

3.1. MaremaTrnueckoe onucaHue ApXUTEKTYPbI HelipoceTH U npouecca Kiaccupukanuu 1)
O6mas ¢popmyna BeiBona cinost CNN (Chollet, 2017) [2]:
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O} M yU-1) ® (O]
VO FELXT W +b0)_ 2]

r7e:

Y.

- (I-1)BBIXOJ] TEKYIIErO CBEPTOYHOTO CJIOS;
- X - BBIXO/IHBIC KapThl IPU3HAKOB C TPEABLIYIIETO CIIOS;

O ,

-Wi_ Beca (s11pO CBEPTKM) TEKYIIETO CIIOS;
- bO®- Bextop cmemenus (bias);
- f(*) — menunelinas gynkuus aktuBanmu (ReLU B Hamewm ciydae); - @ - omeparus
CBEPTKH.

Kaxxnpiii HelipoceTeBOW CJIOHW IMOCTENEHHO 0000MaeT M M3BJEKAaeT MPU3HAKH H300paKeHUS,
yMEHbIlIas Pa3MEPHOCTh M YBEIHUMBas aOCTPAKTHOCTH MPEACTABICHHM, YTO MO3BOJSAET 3(h(HEKTUBHO
KJIAaCCU(UIIUPOBATh H300pAKEHUS Ha KJIACCHI: CBE)KUE OaHaHBI, THUIIbIC OaHAHBI, HE OaHAHBI.

2) BeixogHoii cioit _ ei omnpenensiercss popmynoit pynkuuu softmax (Bishop,

2006) [3]: PO =% = g7

[3]
rae:
- P(y =j|x) — BeposSTHOCTb TOTO, YTO BXOJHOE U300paKEHHE X OTHOCUTHCS K Kiaccy j; -
Zj- BBIXOJ] HEWPOHA, COOTBETCTBYIOIIETO KJIACCy j; - K — ob1iiee KonMuecTBO KJI1accoB.
Kaxomy kiaccy mpUCBauBaeTCsl BEPOSTHOCTHh MPHHAJICKHOCTH, W (DUHAIBHAS KIIacCU(DUKALIUS
OCYILECTBIICTCS 110 MAKCUMAJIBHOMY 3Ha4eHuI0 BepostHocTH (Bishop, C.M.
(20006)) [4]:
KJ1acc u3o0paxkeHust = arg min (P(y=j|x)) [4]
J
dopmyra MO3BOJISET MPUCBANBATH N300PaKEHHUSIM KJIACCHI M KOJTMYECTBEHHO OIICHUBATh YBEPEHHOCTh

B IIPUHATOM PCUICHUHU.

4. Ilpaxtuuyeckoe mnpumeHenue [paduku
TOYHOCTH U IIOTCPh:

- rpaduk IpoAEMOHCTPUPOBAT POCT TOUHOCTH, YTO MOKA3bIBAET MPABHIIBHOCTH BEIOpaHHON
apXMUTEKTYpPBl, KOTOpas JocTuraercs MmakcuMmyma Ha 50-i snoxe (91.4%) (Pucynok

1.

Mpahmk TOYHOCTYM MO 3NOXaM
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Pucynok 1 - I'padux TouHOCTH HelipoceTH Mo 3moxaM oOyueHus (Mcmounuk: cocmagneno
asmopom)

- rpaduk MOKa3bIBae€T YBEPEHHOE CHMKEHHE OLIMOOK C Hayasla KakJoro IMKJIa 3MOXH, YTO
TOBOPHUT HaM O KOPPEKTHOI padote ontumusaropa (PucyHok 2).
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Ipachmk hyHKUUM NOTEPL NO INOXaM
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Pucynok 2 - I'paduk pyHKIMM MOTEPh HEUPOCETH T10 dIIOXaM 00ydeHHS (Mcmounux. cocmasieHo

asmopom)

B mnpouecce oOydenus wucnonb3oBajgach (GyHKIHS TOTeph (KaTeropuanbHas KPOCCIHTPOMUs),

BhIuncisiemas o ¢popmyie (Goodfellow et al., 2016) [5]:
L9 == X, vi *log(F) 5)
rIe:
- yi- ucTuHHOe 3HayeHue kiacca (0 wiu 1),

- }71' - Ip€aAcCKazaHHOC MOJCJIIbIO 3HAUCHHUEC BCPOATHOCTH NPHUHAMJIC)KHOCTH Kijlacca, - N -
0611_[66 YHuCJI0 KJIaCCOB.

Munumu3zaius 3Told (QYHKIHH MTOTePh MO3BOJSET HEHUPOHHOW ceTH 3()()EKTHBHO KOPPEKTHPOBATH

Beca ¥ 00yuarbcs KIacCUPUIIMPOBATh H300PAKEHUS C BHICOKOH TOYHOCTBIO.
3akiarouenue

B pesynbrare uiccnenoBaHus co3iaHa mporpamma, KotTopast cnocoOHa OBICTPO U TOUHO OTINYATh
0aHaHbI OT JPYrHX OOBEKTOB, HE SBISIOMIMXCS (PPYKTaMH, a Takke KIacCH(UIMPOBATh UX MO TPeM
MIpU3HAKaM: CBEKHE, THUIIbIE U He OaHaHbl. B pa3paboTke MCIOIB30BaINCh COBPEMEHHBIE CBEPTOUHbIE
HC nns obGecrnieuenus ctabunpHOM pabOTHI B YCIOBUSAX PA3HOTO OCBEIICHUS U H3MEHEHHH yTIIOB 0030pa.

Mopens mokazana BBICOKHH YPOBEHb YCTOWYMBOCTH W TOYHOCTH TIpU KIAcCHU(PUKAIIUU
M300paKeHHH 10 LBETOBBIM MpU3HaKaM. B ycioBHsIX c1aboro ocBelleHus ¢ nepeKkpbiTueM o0beKTa, Ha
M300paXeHUH MPOSBUINCH OMMOKH. DTO 3aHAYUT YTO B JaJbHEHIIEM HAJI0 YCOBEPIICHCTBOBATh
aNrOpUTMBI 00paOOTKH U MOBBICUTH TOYHOCTh MOJIENIM K U3MEHEHUSAM YCJIOBHIA craboro ocBemeHus. C
Y4E€TOM NOJYYEHHBIX JAaHHBIX MOXKHO C(OPMYIMPOBaTH CIEAYIOIIME 3aKJIIOYEHMS: OIIMOKU MOJAETU
JOTYCKAIOTCS TIPH KilaccuPuKay n300paskeHUH, OTHOCSIINXCS K KJIacCy He OaHaHbl, 0COOEHHO KOTAa
00BEKTHI UMeNU (HopMy U IIBET, CXOXKHE ¢ OaHaHAMU; MOJIENb Pa3IUN4aeT COCTOSTHIE PPYKTOB (CBEXKUI U
THUJION) TEM camMbIM JIEMOHCTPUPYET MUHUMAJILHOE KOJIMYECTBO OLIMOOK B ATHX KJlaccax.

[TpakTrueckas 3HAYMMOCTh pa3padoranHoit HC 3akimtodaercss B BOSMOXKHOCTH UHTETPUPOBATH €€
B aBTOMAaTH3WPOBAHHBIE CUCTEMBI COPTUPOBKH (PPYKTOB, B KOHTPOJIE KaueCTBa B arpONPOMBIIUICHHOCTH
Y pO3HUYHOI TOprosiie. B nanpHeiieM mianupyercs yinydieHue 6a3bl JaHHbIX U CO3/JaHie MOOUIHLHOTO
MPUIIOKEHUS, AJISl PACIIUPEHUs OO0JacTH €€ MPUMEHEHHsS. DTO TMO3BOJIUT HUCIOIb30BaTh JAaHHYIO
pa3pa60TI<y KaK B HpOMI)IH_U'IeHHOM, TaK U B IIOBCCAHCBHOM 6I)ITOBOM HCIIOJIB30BAHUUN.
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