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Abstract. Modern agricultural economy faces a number of challenges, including climate change, market
volatility and the need to improve management efficiency. In the context of digitalisation, the introduction of
intelligent tools, in particular neural network models for statistical analysis and tax planning, is of particular
importance. This study provided an overview of current approaches to the application of artificial neural networks
(ANNSs) in the agricultural sector. MLP, CNN, RNN, RNN, LSTM architectures and their hybrid variants used for
yield forecasting, tax burden estimation, subsidy planning and financial risk analysis were considered. The aim
of this study was to identify the potential of neural network models to improve the efficiency of statistical
analysis and tax planning in the agricultural economy, as well as to determine their role in the formation of
digital management decision support systems. The paper systematised the main areas of application of neural
networks in agrarian economy, gave examples of effective solutions and substantiated the practical significance
of ANNs for decision support under uncertainty. Special attention was paid to the integration of ANNs into digital
platforms of the agrarian sector and the formation of intelligent systems to support fiscal management. The
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analysis confirmed the high adaptability and forecasting accuracy of neural networks and emphasised the need to
develop digital infrastructure and regulatory framework for their widespread implementation. The results of the
study can be used in developing strategies for sustainable agricultural development and improving the economic
sustainability of agricultural enterprises. The work is of interest to researchers, developers of digital solutions and

specialists in the field of agricultural policy

Keywords: artificial intelligence; predictive modelling; fiscal policy; digital agriculture; sustainable
development; yield prediction; intelligent decision support systems

Introduction

In the context of accelerating digitalisation of the econ-
omy, the agricultural sector is also undergoing a signif-
icant transformation due to the need to adapt to new
challenges: climate change, growing global competi-
tion, fluctuations in prices for products and resources,
increasing requirements for efficiency and transparency
of management. One of the key tasks of modern agri-
cultural economy is to ensure sustainable development
of agricultural enterprises by optimising production, fi-
nancial and tax processes on the basis of objective data
and modern analytical tools. In this context, intelligent
methods of data analysis, including artificial intelli-
gence technologies and, in particular, neural networks,
are becoming increasingly relevant (Bassine et al.,2023).
As noted by M. Al-Adhaileh & T.Aldhyani (2022), the ag-
ricultural economy is inherently characterised by a high
degree of uncertainty and seasonality, which makes
traditional economic modelling and forecasting diffi-
cult. Parameters such as crop yields, subsidy levels, tax
burden, market prices and logistics costs are subject to
numerous fluctuations and depend on a variety of fac-
tors, from weather conditions to public policy decisions.
In this situation, neural network models become a reli-
able decision support tool both at the individual farm
level and in public fiscal policy formulation (Mansoor et
al., 2025). As pointed out by Y. Adhitya et al. (2023), the
use of neural network models that can identify hidden
non-linear dependencies in data and learn from histor-
ical information is becoming a powerful tool for analys-
ing and making management decisions.

Effective tax planning is of particular importance in
the management of agricultural enterprises. According
to A. Berguiga et al. (2023), with limited access to finan-
cial resources and instability of tax laws, agricultural
producers need a reliable mechanism for estimating
current and future tax liabilities. Traditional tax calcu-
lation methods often fail to account for industry spec-
ificity, seasonality and subsidies, leading to unreliable
forecasts and risks of fiscal instability (Garg et al., 2021).
Neural networks allow to form individualised forecasts
of tax burden taking into account multidimensional
parameters: profitability level, asset structure, volume
of benefits, regional coefficients, price fluctuations,
etc. As pointed out in their work F. Huber et al. (2022),
the application of artificial neural networks (ANN) in
agricultural economics opens new opportunities for

processing a large amount of statistical information.
Unlike classical econometric models, which are limited
by linear dependencies and require prior assumptions,
ANNs are able to learn from incomplete and noisy data,
identify complex relationships and adapt to new input
conditions (Islam et al,, 2024). According to J. Logesh-
waran et al. (2024), this is particularly important for
analysing economic indicators from various sources -
accounting records, tax returns, agricultural statistics,
subsidy and credit programmes.

In recent years, there has been a growing interest
in the use of artificial intelligence in the agribusiness
sector. Pilot projects are being implemented in many
countries to introduce digital solutions in agribusiness:
from monitoring crop yields using drones to managing
finances using intelligent systems. An important area
of digitalisation is the automation of accounting pro-
cesses, which is confirmed by the successful experience
of implementing modern information systems in the
public sector in Albania, where automation has signifi-
cantly improved the efficiency of financial information
processing (Hoxha et al., 2025). However, as noted by
Z.Sbai (2025), most of such projects in the agricultural
sector focus on technological aspects - field automa-
tion, precision farming and crop health monitoring. At
the same time, financial and economic instruments, in-
cluding tax planning models, remain underdeveloped.

Thus, the generalised analysis confirms that the use
of neural network models (MLP,CNN, as well as LSTM) in
agrarian economics contributes to improving the qual-
ity of forecasts and forming more informed decisions
in the field of tax planning and financial flow manage-
ment. The aim of this paper was to conduct an analyti-
cal review and systematisation of existing approaches
to the application of neural network models for statisti-
cal analysis and tax planning in agrarian economy. The
objectives of the study were: to systematise the main
areas of application of neural network models in the
agricultural sector, including yield forecasting, tax bur-
den estimation and subsidy planning; to describe and
classify the most common neural network architectures
(MLP, CNN, RNN, LSTM) and their hybrid variants used
in agricultural economics; to analyse the key advantag-
es of neural network models, such as improved forecast
accuracy, ability to detect non-linear dependencies and
adaptability to regional conditions; to justify the use of
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neural network models in statistical analysis and tax
planning in the agricultural economy; to analyse the
key advantages of neural network models, such as im-
proved forecasting accuracy, ability to detect non-linear
dependencies and adaptability to regional conditions.

Materials and Methods
The present study is an analytical review of modern
approaches to the application of neural network mod-
els in the tasks of statistical analysis and tax planning
in agrarian economy. The methodological basis of the
work included system and comparative analysis, as well
as a substantial review of publications in the leading
scientific databases Scopus, Web of Science and Goog-
le Scholar. The following keywords were used for the
search: “neural networks in agriculture”, “tax planning
using Al” “crop yield prediction with deep learning”,“ag-
ricultural economics and machine learning”. The criteria
for selecting sources were: publication in peer-reviewed
journals in the last 5-10 years, availability of practical
examples or empirical validation of models, as well as
the relationship of the work to tax planning, financial
analysis or risk management in agriculture. Special at-
tention was paid to publications containing the results
of applying neural network architectures to solve ap-
plied problems in the agricultural sector. Comparative
analysis was carried out in the following areas: yield
forecasting - models for analysing data on climate,
soil, agrotechnics; tax planning - use of neural network
algorithms for modelling tax burden and subsidies; fi-
nancial analysis - profitability assessment, forecasting
revenues and expenses; risk management - identifica-
tion of uncertainty factors and reduction of fiscal in-
stability. When systematising the publications, the type
of neural network architecture was taken into account:

MLP (Multi-Layer Perceptron) - most effective for
analysing tabular economic data, including income, ex-
penditure and tax payment indicators;

CNN (Convolutional Neural Networks) - applica-
ble for processing spatial and visual data, such as satel-
lite images of fields for yield estimation;

RNN and LSTM (Recurrent Neural Networks, Long
Short-Term Memory) - allow to work with time series,
which is important for forecasting price dynamics, sea-
sonality of crops and tax revenues;

hybrid models - combine the advantages of neu-
ral networks (NN) and traditional methods (regression,
decision trees), increasing the accuracy of forecasts and
interpretability of results, especially in models of com-
plex analysis of taxes and subsidies.

In addition, the study took into account the criteria
of applicability of the models at different levels of man-
agement - from individual farms to state structures.
Both experimental prototypes and tested solutions
already implemented in digital agribusiness platforms
were analysed. The work also considered the integra-
tion of neural network algorithms with accounting,

financial forecasting and tax administration systems,
which allowed for assessing their potential not only in
the technological but also in the institutional context.
Thus, the methodological approach of the study was
based on the integration of modern scientific data, sys-
tematic comparison of different architectures and their
applicability to the key tasks of agrarian economy.

Results and Discussion

The analysis of publications devoted to the application
of neural network models in agrarian economics allows
for identifying several key areas of their use that have
the greatest potential for statistical analysis and tax
planning. First of all, neural network models are suc-
cessfully used for forecasting financial indicators of
agricultural enterprises, including revenue, profit, cost
structure and tax burden. The most popular in this area
are multilayer perseptrons (MLP) and convolutional
neural networks (CNN), which are able to efficiently
process multivariate data and identify complex rela-
tionships between economic variables. For example,
R. Manogna et al. (2025) proved the effectiveness of
MLPs in predicting agricultural commodity prices, while
the study of I. Attri et al. (2023) showed many examples
of successful application of CNNs and RNNs to accel-
erate economic growth. At the same time, the study by
T.Saranya et al. (2020) and M. Bhavana & K.Rao (2025)
confirm that the application of neural network architec-
tures improves the accuracy of forecasting yields and
financial outcomes in highly variable environments.

Comparison with classical econometric models
also demonstrates the advantages of neural networks.
A.Chlingaryan et al.(2018) and A.Mahin (2025) note that
the prediction accuracy of neural network algorithms
is higher when working with non-linear dependencies
and incomplete data. This is especially true in high-
ly variable agricultural markets and climatic factors,
where linear models are often not sufficiently reliable.
In addition, the use of neural networks in management
decision support systems (MDSS) is an important trend
(Albanese et al., 2021). Such systems allow to automate
the assessment of tax risks, analyse the consequences
of different tax policy options and form recommenda-
tions on tax optimisation in agrarian farms. Integration
of neural network models into management decision
support systems provides adaptation to regional condi-
tions, tax incentives, asset structure and seasonal fea-
tures of agricultural production (Adkisson et al., 2021).
This makes it possible to form individualised forecasts
and improve the accuracy of economic calculations tak-
ing into account territorial specifics.

A separate group consists of studies that use neu-
ral network algorithms to assess the impact of climate
and weather factors on the economic performance of
agribusinesses. I. Malashin (2024) demonstrated the
potential of deep learning for predicting crop yields un-
der climate variability, which is directly related to the
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estimation of future income and tax base of enterprises.
Similarly, A. Chlingaryan et al. (2018) showed that the
use of machine learning to analyse agro-climatic data
can significantly improve the accuracy of yield forecasts
compared to classical models. Moreover, the studies of
G.Kamilaris & F.Prenafeta-Boldu (2018) confirmed that
the application of convolutional and recurrent neural
networks is effective when dealing with spatial and
temporal data (e.g., satellite images and meteorologi-
cal series), which makes it possible to take into account
seasonal and climatic risks when developing agroeco-
nomic strategies. In turn, R. de Oliveira & R.de Souza e
Silva (2023) addressed crop management and forecast-
ing, as well as disease and pest management.

Neural network models not only improve forecast-
ing of economic indicators, but also contribute to the
comprehensive consideration of climate risks, making
tax planning more accurate and resilient to external
fluctuations. This approach is particularly relevant for
calculating taxes that depend on production, yields or
natural conditions, and can be used to justify the ap-
plication of tax exemptions in times of force majeure
(Pérez-Pérez et al.,, 2024). The review showed that one
of the most promising tasks is the modelling of tax
burden taking into account subsidies and state support,
especially in countries with a developed system of ag-
ricultural regulation. Thus, M. Yakubov et al. (2023) pro-
posed to use neural networks to forecast regional tax
revenues in the agricultural sector,emphasising the im-
portance of including the parameters of subsidies and
benefits in the model. In turn, P. Adekemi (2025) showed
that artificial intelligence methods can identify tax
risks and prevent unfair practices. The practical effec-
tiveness of digital innovations in the financial account-
ing of agricultural enterprises is confirmed by concrete
results: the introduction of automated systems for pro-
cessing financial data and the use of machine learning
technologies allow not only to increase the accuracy
of accounting operations, but also significantly im-
prove economic performance (Hnatyshyn et al., 2025).
Additionally, A. Alawode et al. (2024) point out that the
integration of artificial intelligence (Al) in agricultural
economic forecasting allows regional subsidies, price
fluctuations and institutional regulatory mechanisms
to be taken into account, making tax models more
adaptive and practically meaningful. Thus, modelling
tax burden using neural network algorithms opens new
perspectives for the development of financial planning
tools capable of taking into account the impact of pub-
lic policies, subsidies and benefits on the sustainability
of the agricultural sector. Under these conditions, neu-
ral networks allow taking into account not only direct
tax payments, but also indirect fiscal impacts associat-
ed with subsidy mechanisms, compensations, as well as
tax deductions and deferrals (Chlingaryan et al., 2018).
It has also been established that the efficiency of neu-
ral network models significantly depends on the quality
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and volume of available data, which makes relevant is-
sues of information preprocessing, feature normalisa-
tion, handling missing values and class imbalance. Thus,
K.Liakos et al. (2018) in their review emphasise that the
correct processing of raw data and their harmonisation
to common formats is a key condition for the successful
application of machine learning in agriculture.

The problem of dealing with missing values and
limited datasets is analysed in detail in the study by
A. Chlingaryan et al. (2018), where it is shown that the
use of data reconstruction techniques and hybrid algo-
rithms can improve the reliability of predictions under
agrarian uncertainty. In addition, G. Kamilaris & F. Pre-
nafeta-Boldu (2018) emphasise the need for class bal-
ancing in agricultural object classification tasks (e.g.soil
types or crop classes),as sampling imbalance can distort
the training results of neural networks. Scientific works
confirm that data preprocessing and preparation play
no less important role than the model architecture it-
self and largely determine its accuracy and stability. The
use of modern approaches to data preparation (feature
engineering) and regularisation methods makes it pos-
sible to increase the models’ resistance to overtraining
and improve the interpretability of the results. Compar-
ative analysis has shown that hybrid models combining
neural network architecture with traditional analytical
tools such as linear regression, principal component
methods and decision trees provide maximum accuracy
of tax burden forecasting. M.Abedin et al. (2022) in their
review note that the combination of machine learning
methods and classical statistical tools allows for more
accurate modelling of tax planning and consideration
of state support factors. Similar results are obtained in
the study of P. Sharma et al. (2023), where the integra-
tion of deep learning and regression methods demon-
strated high efficiency in the development of models of
agrarian economy management.

R.de Oliveira & R.de Souza e Silva (2023) empha-
sise that the integration of neural network algorithms
with decision trees and factor analysis methods signif-
icantly increases the interpretability of results and the
adaptability of models to regional conditions, which is
especially important in the tasks of financial forecast-
ing and tax planning. In addition, the review of K. Li-
akos et al. (2018) confirms that hybrid approaches in
the agricultural sector have an advantage by combin-
ing the ability of neural networks to detect non-lin-
ear dependencies and the robustness of traditional
econometric methods to noise and omissions in the
data. This confirms the effectiveness of a combined
approach that combines the capabilities of artificial
intelligence and economic logic.

The results of the review show that neural network
models are an effective tool for analysing and forecast-
ing economic and fiscal processes in the agrarian econ-
omy. They are highly adaptive, robust to noise in the
data and capable of modelling complex relationships,
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which makes them particularly valuable in the uncer-
tainty characteristic of agriculture (Kamilaris & Pre-
nafeta-Boldu, 2018). However, the full integration of
such models into practice requires further development
of digital infrastructure, improvement of data quality

and the formation of normative approaches to the use
of Al in the management of agricultural systems. Ta-
ble 1 summarises the main neural network architec-
tures and their functions to illustrate their potential in
agricultural economics and tax planning tasks.

Table 1. Overview of neural network models and their application in agricultural economics

Type of model

MLN (Multilayer Perseptron)

CNN (Convolutional Neural
Networks)

RNN (Recurrent Neural Networks)

LSTM (Long Short-Term Memory)

Hybrid models (NN + decision
tree, etc.)

Functions

Suitable for forecasting based on structured tabular data,
easy to implement

Effective for analysing spatial and visual data
(e.g. satellite images, yield maps)

Applied to sequential data,
modelling temporal dependencies

Improved version of RNN,
stores information over long time intervals

Combining neural networks with other algorithms
to improve accuracy and interpretability

Application in agrarian economy

Forecasting of revenues,
expenditures, tax burden

Crop image analysis,
biomass estimation

Prediction of prices, resource
consumption, yields by seasons

Modelling the impact
of climate cycles on production

Integrated modelling of taxes,
subsidies, production decisions

Source: compiled by the authors based on the analysis of scientific publications

Table 1 is a classification of the main types of neu-
ral network models used in agricultural economics, in-
dicating their key features and areas of practical use.
The table includes both basic architectures (multilayer
perseptron - MLP, convolutional neural networks -
CNN, recurrent neural networks - RNN, modifications
of LSTM type) and hybrid models that combine the ca-
pabilities of neural networks with other machine learn-
ing algorithms. The peculiarities of each architecture in
terms of structure and analytical capabilities are con-
sidered, as well as examples of tasks in which these

Hidden layer
Input data

models have shown high efficiency. These include tax
forecasting, satellite image analysis, modelling of sea-
sonal and climatic factors, integrated planning based
on production and fiscal data. The presented review
demonstrates the broad potential of neural network
approaches within the digital transformation of the ag-
ricultural sector, especially in the context of developing
decision support systems and tax modelling. As an il-
lustration, Figure 1 presents the structure of a neural
network model applicable to statistical analysis and tax
planning in the agrarian economy.

(statistical and tax planning
in agrarian economy)

Output layer

Figure 1. Structure of neural network model for statistical analysis and tax planning in agrarian economy

Source: compiled by the authors

Figure 1 shows the basic architecture of a feed for-
ward neural network model consisting of three layers:
input layer, hidden layer and output layer. The input
layer accepts input data such as economic indicators,
taxes, subsidies, climate and agricultural resources.
The latent layer processes the input information using
internal weights and activation functions, revealing
non-Llinear relationships between variables. The output
layer generates predicted values that are interpreted
as results of statistical analyses and fiscal planning in
the agricultural economy. The framework is used for

decision support, tax burden modelling, subsidy optimi-
sation and economic efficiency assessment of agricul-
tural production. The presented review demonstrates
the broad possibilities of applying neural network ap-
proaches within the digital transformation of the agri-
cultural sector, especially in the context of developing
decision support systems and tax modelling. As can be
seen in Figure 1, the structure of the neural network
model reflects the main stages of data processing, and
Table 2 summarises the directions of practical appli-
cation of neural networks in the agricultural economy.
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Table 2. Applications of neural networks in agrarian economics

Field from application Type of model

Yield forecast RNN / LSTM

Tax burden estimation MLP / Decision Tree

Subsidy planning CNN + MLP
Cost management MLP
Climate risk modelling RNN LSTM +

Assessment of
agribusiness performance

Hybrid modelling
(NN + econometrics)

Problem description

Forecasting of yields by season, taking into account weather conditions

Calculation of taxes and levies based on historical financial data

Determining optimal allocation of government support
Forecasting resource costs (seeds, fuel, machinery, etc.)

Analysing the impact of droughts, rainfall and temperature on crop yields

Profitability and efficiency analytics based on Al algorithms

Source: compiled by the authors based on analytical synthesis of scientific publications

Table 2 presents a summarised list of key benefits
of using neural network models in agricultural econom-
ics. Six main areas in which neural networks demon-
strate their effectiveness are presented: improvement
of forecasting accuracy, processing of complex and
hidden dependencies between data, adaptation to re-
gional conditions of agricultural production, automa-
tion of analytical processes and reporting, the possi-
bility of integration into digital agricultural platforms,
as well as support for strategic planning and manage-
ment of tax and investment decisions. Each benefit is
accompanied by a brief description of its relevance for

digitalisation and sustainability of the agricultural sec-
tor. The presented characteristics emphasise the rel-
evance of implementing artificial intelligence in the
management of agricultural systems and the develop-
ment of intelligent decision support tools.

The review confirms that neural networks have signif-
icant advantages for the agricultural economy: they allow
more accurate forecasting of crop yields and tax burden,
identify hidden dependencies in data, take into account
regional peculiarities and integrate into the digital in-
frastructure of “smart agriculture” The main benefits of
using neural network models are summarised in Table 3.

Table 3. Advantages of using neural networks in the agricultural economy

Advantage
Increase in the accuracy of forecasts

Processing of non-linear and hidden
dependencies
Adaptation to regional conditions
Automate analytics and reporting
Integration into digital platforms
Support strategic planning

Description

Neural networks provide more accurate predictions than classical models, especially in the
case of complex dependencies between parameters

Ability to identify hidden patterns in economic and climate data

Models take into account local agricultural specificities and can be trained on regional data
Reduce reporting time and human error in analyses
Compatible with smart agriculture platforms and Al infrastructure
Support tax, investment and risk management solutions

Source: compiled by the authors based on an analysis of the academic literature

Table 3 summarises the key benefits of implement-
ing neural network technologies in the practice of agri-
cultural management and economic analysis. The most
significant areas in which artificial neural networks
provide added value are presented: from improving the
accuracy of forecast calculations to adapting models to
local conditions and automating reporting procedures.
Each benefit is accompanied by an explanation of its
practical significance - whether it is the processing of
complex multivariate dependencies, reducing the bur-
den on economic specialists or extending the function-
ality of digital platforms in the agro-industrial complex.
The systematisation of these advantages highlights the
relevance and prospects of using neural networks as a
tool for digital transformation of the agrarian economy,
aimed at improving the efficiency and sustainability of
management in changing conditions.

Neural network models such as MLP, CNN, RNN,
LSTM and their hybrid combinations with economet-
ric algorithms have been effectively applied for yield

forecasting, calculating tax burden, modelling the im-
pact of climate risks and assessing agribusiness per-
formance (Khan & Yairi, 2018). These models are able
to account for non-linear and hidden dependencies
between economic, climatic and fiscal indicators, mak-
ing them more accurate and adaptive than tradition-
al analytical tools. Thus, neural network technologies
can significantly improve the quality of management
decisions in the agricultural economy, provide adapta-
tion to regional conditions, increase the transparency
of tax planning and the sustainability of agricultural
enterprises. However, for the successful integration of
Al in the agricultural sector, further efforts are needed
to develop digital infrastructure, improve the quality of
source data and form a regulatory and legal framework
governing the application of intelligent technologies
in the agricultural sector.

The results of the review confirm the growing in-
terest of the scientific community in the application
of neural network models in the agricultural economy,

Bulletin of the Kyrgyz National Agrarian University, 2025, Vol. 23, No. 2 67



Neural network models for statistical analysis...

especially in the context of statistical forecasting and
tax planning. However, despite the obvious effective-
ness of such approaches, there are a number of theo-
retical and practical issues that require more in-depth
study. Firstly, neural network models demonstrate high
accuracy in the presence of large datasets, but the ag-
ricultural sector in a number of regions, especially in
developing countries, suffers from a lack of quality and
structured data. This limits the ability to train models
and requires the implementation of better data pro-
cessing techniques, including mechanisms for missing
value immunisation, normalisation and class balancing.
Secondly, there is a significant difference in the per-
formance of neural networks depending on the choice
of architecture and training parameters. A number of
studies emphasise that MLP and RNN models are sus-
ceptible to overtraining, especially when the amount
of data is small and the number of training samples is
limited. For example, A. Chlingaryan et al. (2018) note
that simple neural network architectures can lose gen-
eralisability when analysing agrarian data with high
variability. Similar conclusions are drawn in a study by
G. Kamilaris & F. Prenafeta-Boldu (2018), where it is
stated that when dealing with small volume agricultur-
al datasets, MLP and RNN networks show a decrease in
accuracy and the need for regularisation techniques. In
a study by K. Liakos et al. (2018) also emphasises that
the choice of architecture and training parameters has
a critical impact on the accuracy of predictions, and the
use of LSTMs and hybrid models capable of accounting
for complex temporal dependencies is recommended
to reduce the risk of overtraining. At the same time,
hybrid approaches combining neural networks with
econometric methods produce more stable and inter-
pretable results. This raises the question of the need
for further development of explainable Al, which is par-
ticularly important for fiscal and tax decisions, where
validity and transparency of models are required.
Athird important aspect is the integration of neural
networks into real-world decision support systems in
agricultural policy and economic management. Despite
the development of prototypes and conceptual solu-
tions, their practical application is hampered by the
lack of a regulatory framework, IT infrastructure limita-
tions and a shortage of qualified specialists in the field
of agricultural digitalisation. This is especially true for
tax modelling tasks, where it is necessary to take into
account dynamic changes in the regulatory framework,
subsidy system and economic specifics of regions. In ad-
dition, an ethical and legal aspect arises when discuss-
ing the implementation of Al in tax planning. The use
of models that make decisions based on historical data
may lead to implicit discrimination of certain catego-
ries of households. Consequently, when building neural
network systems, it is necessary to take into account the
principles of fairness, transparency and accountability,
which requires the participation of not only technical

specialists, but also lawyers, economists and repre-
sentatives of government agencies. Thus, despite the
obvious prospects, the application of neural network
models in agrarian economics requires an interdiscipli-
nary approach that combines technical accuracy with
economic logic and regulatory expediency.

Conclusions

This review has shown that neural network models have
significant potential in the tasks of statistical analysis
and tax planning in agrarian economy. Their ability to
process large volumes of multidimensional data, to
identify hidden and non-linear relationships between
economic, climatic and fiscal parameters makes them
an effective tool in conditions of uncertainty character-
istic of agricultural production. The analysis of publica-
tions has confirmed that the use of neural networks can
significantly improve the accuracy of forecasting yields,
tax burden and financial indicators compared to classi-
cal econometric methods. The most promising for the
agricultural sector are MLP,RNN, LSTM architectures, as
well as hybrid models, which combine the capabilities
of neural networks with classical methods of analysis
(regression, decision trees, principal component meth-
ods). These approaches have been successfully applied
to solve problems of yield forecasting, tax burden as-
sessment, optimisation of subsidy allocation and stra-
tegic planning in agriculture. Special attention in the
analysed studies is paid to the problems of quality of
initial data. It is revealed that correct preprocessing,
normalisation of attributes and dealing with missing
values have a decisive influence on the accuracy of
models. The development of digital infrastructure, the
creation of specialised databases for agriculture and
the formation of a regulatory framework for the appli-
cation of Al in the agricultural sector are also important
areas. It is necessary to take into account the issues of
interpretability, transparency and reliability of Al sys-
tems, especially in the context of fiscal decision-making
and public resource management.

Prospects for further research are related to the
development of more interpretable hybrid models, the
integration of neural network algorithms into “smart
agriculture” platforms, as well as the creation of tools
to take into account climate risks and regional specif-
ics. An important direction will be the development of
intelligent decision support systems capable not only
of forecasting economic indicators, but also of offering
optimal scenarios for tax planning, subsidy distribution
and risk management. Of additional interest is the inte-
gration of neural network models with big data, block-
chain and Internet of Things technologies, which will
enable the formation of more sustainable and transpar-
ent value chains in the agricultural sector.
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AHHOTaumsa. A3bIpKbl  arpapablk  3KOHOMMKA KAMMATTbIH  ©3repylly, PbIHOKTYH TYpyKCy34yry >aHa
HalkapyyHyH 3P hEKTUBLYYNYTYH XKOropynaTyy 3apbUlyblibirbl CbIIKTYY 6Mp KaTap YakbipblkTapra Tyw 6onyyaa.
CaHapunTewTMpyy WapTbiHAA WHTENNEKTYanablK Kypanaapabl, alpbikya CTaTUCTUKANbIK TanLo0 XaHa CabIKTbIK
NNAHAAWTLIPYY YYYH HEMPOTAPMaKTbIK MOAENAEPAM KUPTU3YYHYH MaaHUCK B3reye YoH, byn naunneene arpapabik
CeKTOpA0 Xacanma HelpoHayk TapMmakTapabl (PKHT) kongoHyy 6otoHYa 3aMaHban bikManapra cepen 6epunet. MLP,
CNN, RNN, LSTM apxuTekTypanapsl xaHa anapAblH rubpuaanK BapuaHTTapbl TyWyMAYYAYyKTY 60xomMongoono,
CanbIKTbIK XYKTy 6aanoono, cybcuansnapabl NNaHAAWTbIpyyAa XaHa KapXbliblKk TOOOKENYUMIMKTEPAU TanA00a0
KONAOHYNYWY Kapanat. M3unaeeHyH MakcaTbl — arpapfblk 3KOHOMMKAZArbl CTAaTUCTMKANbIK TanLOOHY >XaHa
CanbIKTbIK MNAHAALTBIPYYHY HaTbIMXanyy >Xypry3yyLe HelpoTapMaKTblK MOAENAEepAMH MOTEHLMANbIH aHbIKTOO
XaHa Oalukapyy 4euMMaepuH KONAOrOH CaHApWMMTUK CuUCTeManaphbl Ty3yy4Aery anapfbliH ponyH 6Genrunee.
MwTe arpapfiblk 3KOHOMMKaZA HEMpPOHAYK TapMakTapAbl KONLOHYY Hernsru 6arbiTTapbl CUCTEMANALWTLIPbIUITaH,
HaTblXanyy 4YeuuMAepAuMH MUCANZapbl KeNTUPUATEH >KaHa OenrMcusauk WapTbiHAA Yeyum Kabbul anyyHy
Konpo0 yyyH XHTHbIH npakTMKanblk MaaHucK HeruspenreH. Aipbikya XXHTHbI arpapapbik CEKTOpPAYH CaHApUNTUK
nnatpopmanapbiHa MHTErpaLmMsanoo xaHa duckanaplk balkapyyHy KONLOrOH UHTENNEKTYanablk cucTtemManapabl
TY3YY MacenecuHe keHyn bypynraH. XXypry3yareH Tanfoo HeMpOHAYK TapMaKTapAblH XXOropKy afanTuBayyayryH
XaHa 60XXOMONAOPYHYH TAKTbIrbIH blpacTan, anaphbl KEHUPU KOMAOHYY YYYH CaHapUNTUK MHAOPACTPYKTypaHbl
aHa HOpPMAaTUBAMK-YKYKTYK Ba3aHbl 8HYKTYPYYHYH 3apblnapbirbiH 6aca 6enruneiT. M3unaeeHyH XbIAbIHTbIKTapbl
avibln YyapbacblH TYpYKTYy 6HYKTYPYYy CTpaTerusiapbiH WMWTEN 4YbifyyAa >XaHa arbln 4Yapba WLKaHanapbiHbIH
3KOHOMMKANbIK TYPYKTYYNYryH >Oropynatyyaa naiganaHbUibibl MYMKYH. MW u3ungeevynep, CaHapunTuk
YyeuyMMAepAM ULITEN YbITyyuynap XaHa arpapAblk casgcaT YeMpecyHAery agucrep YYyH Kbi3blKTyy 60nyn caHanat

Herusru €e306ep: XaCaiMa UHTENNEKT, NPEANKTUBANK MOLENLOO; CbVICKaﬂ,D,bIK CaqacaT; CaHapunTmnK anbin qap6a;
TYPYKTYY ©HYIYY, TYWYMAOYYNYKTY 60)KOMOJ'ILI,OO; yeymM Kabbin aslyyHy KONAOTOH MHTEeNNEKTyanablKk cucteManap
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AHHoTauusa. CoBpeMeHHas arpapHas 3KOHOMMKA CTasIKMBAETCS C pSiAOM BbI3OBOB, BK/1HOYAsi USMEHEHME KMMATA,
BONATU/BbHOCTb PbIHKA M HEOOXOAMMOCTb MOBbIWEHUS 3PDEKTUBHOCTM ynpaBneHus. B ycnosuax undposusaumum
ocoboe 3HauyeHWe npuobpeTaeT BHeAPEHWE WHTENNEKTYaNbHbIX WMHCTPYMEHTOB, B 4YaCTHOCTM HEeMpOCEeTeBbIX
mMogenen Ans CTaTUCTMYECKOrO aHanmM3a M HaNoroBOro NAaHMpOBaHUS. B maHHOM mMccnenoBaHMM NpeacTaBieH
0630p COBpEMEHHbIX NOAXOL0B K NMPUMEHEHUKD UCKYCCTBEHHbIX HEMpOHHbIX ceTelt (MHC) B arpapHOM cekTope.
PaccmatpuBanuce apxutekTypbl MLP, CNN, RNN, LSTM, a Takxe nx rubpuiHble BapuaHTbl, UCMONb3yeMble [Ais
NPOrHO3MPOBaHUS YPOXKAaNHOCTH, OLLEHKM HANIOFOBOM Harpy3ku, NNaHUMpoBaHUs cybcuamnii u aHanmsa GUHAHCOBBIX
puckoB. Llenbto JaHHOro nccnenoBaHust ObI10 BbISIBIEHME NOTEHLMANA HEMPOCETEBbLIX MOAENEN AN NOBbIWEHMS
3(pheKTUBHOCTU CTAaTUCTMYECKOrO aHasM3a M HaNOroBOro MNJaHMPOBAHMS B arpapHOi 3KOHOMMKE, a TaKxke
onpeneneHue Ux poau B GOPMMUPOBAHUM LMPPOBLIX CUCTEM MOALEPXKKM YNpaBNeHYeCcKkux pelleHuit. B pabote
CMCTEMATM3MPOBAHbl OCHOBHblE 00M1aCTU MPUMEHEHUS HEMPOHHbLIX CETEN B arpapHoOM 3KOHOMMKE, MPUBEAEHDI
npumepbl 3OPEKTUBHbIX PeELeHUIt U 060CHOBaHA MpakTuyeckas 3Hauymmoctb MHC ang nopnepskku npuHaTUS
pelleHuii B ycnoBuax HeonpeneneHHoctu. Ocoboe BHUMaHue yaeneHo nHterpaumn MHC B umMdpoBbie nnathopmsl
arpapHoro cektopa M (GOPMMPOBAHUIO WHTENNEKTYaNbHbIX CUCTEM MOAAEPXKKM (UCKANBHOIO YMNpaBieHUs.
lpoBeneHHbIA aHanM3 NOATBEPAMA BbICOKYK afanTUMBHOCTb M TOYHOCTb MPOrHO3MPOBAHUS HEMPOHHbBIX CeTew
U MOAYEPKHYN HeobXOAMMOCTb Pa3BUTUS LUMDPOBON MHPPACTPYKTYpbl U HOPMATUMBHO-NPABOBOW 6a3bl ANg MUX
NMOBCEMECTHOrO0 BHeapeHus. Pe3ynbTaTthl uccnenoBaHus MoryT ObiTb MCMOMb30BaHbl NMpU pa3paboTke cTpaTerun
YCTOMYMBOrO Pa3BUTUS CENIbCKOTO XO3AMCTBA M MOBbILEHUS SKOHOMUYECKOM YCTOMYMBOCTU CETbCKOXO3MCTBEHHbIX
npeanpusatuin. Pabota npencraBnseT MHTEpec ANS MccnenoBaTtenei, pa3paboTunmkoB LMAPOBLIX peeHUi U
CneumnanucToB B 061acTu arpapHoi NOAUTUKK

KnioueBble cnoBa: MCKyCCTBeHHbIVI UHTENNEKT, NPEANKTUBHOE MOAENNUPOBAHUE, q)VICKaJ'IbHaFI NONNUTUKA;
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