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SEMANTIC ROLE LABELING (SRL) FOR THE DISAMBIGUATION OF
NATURAL LANGUAGE PROCESSING (NLP) SYSTEMS IN LOW-RESOURCED
LANGUAGES AS KYRGYZ LANGUAGE

Cognitive analyses of the language by humans cover all components of the language, currently
this requires from the machine as well. And widely used languages such as English NLP machines
almost reach the level of performing this analysis coherently as humans do. Which started in
accordance with Chomsky's Universal grammar theory to analyze language via algorithms which
were implemented according to the language syntactical structure. However, experience has shown
that there is a linguistic features which algorithm based just on language structure can’t analyze
accurately as humans does. One of the reasons for this is that every word can have various
grammatical and semantic features according to its particular context. Specifically in the case of
languages with flexible word order. So NLP machines in such morphologically rich agglutinative
languages such as Kyrgyz, need to cover both nature (grammatical, semantical) of the word to
enhance the accuracy level of the tool. Thus this work will analyze the word’s semantic meaning
beside grammatical features such as word correlation (who did what to whom, when and where).
Thus this paper will investigate the challenges of implementing Semantic Role Labeling (SRL) in
the context of the Kyrgyz language, a low-resourced language, by examining its unique linguistic
properties and the limitations of existing NLP tools. With identification and analysis of the specific
challenges faced by the SRL model in handling ambiguous or complex sentences in the Kyrgyz
language, providing insights info areas for future improvements.

Key words: Semantic role labeling, agglutination, turkic language, Kyrgyz, semantics.
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KBIPT'BI3 TUJIN CBISIKTYY UEKTEJIYY PECYPCTYY THJIJIEP/E
TABUTBI THJIM WIHTETYY (HJIIT) CHCTEMAJIAPBIHBIH KOIT
MAAHWIYYJIYT'YH )KOIOY YUYH CEMAHTHKAJIBIK POJJIOPAY
BEJITHJIOO (CPJI)

Adamoapobin  mundu  MAaHIN-0UNYy —aHAnu30epu  MUiOuH 6apovlk  KOMIOHEHMMePUH
KaMMBIimM, ai MAuUHAOaH Od manan KoliblHaM. AHeIuC Mmuiu Colakmyy KeHUpU KOJIOOHYIEaH
munodepoe HJIII mawunanaper 6yn ananuzoepou aoam 0anacelHOdil 1€ wbipaammyy HCypeysyy
Oenesanune xcemem. H. Xomcxuiioun yrueepcanodyy 2epammamuxd meopuaCwHIHA blldliviK, mMuiou
aneopuUmM apKuLLYY manooo G6auimanean, ain muiOuH CUHMAKCUCIMUK CIMPYKIMYPACHIHA bLIAUBIK UULKE
awvipviiean. bupox, madxcpuiitba KepcomreHOodl, MUIOUK MY3YAYUMKEO He2U30e2eH alcopumm
aoamoazvioail mak avanuzoeili anbatim. Mynyn cebedu — ap Oup ce3 O3yHYH KOHKPemmyy
KOHMEKCMUHE HCAPauid ap KAHOAl SPAMMAMUKALBLIK HCAHA CeMAHMUKATLIK 03204OIYKMOp2o 33
bonyuLy MyMKyH, aupwikud, utikemoyy ces mapmubu 6ap muidepoe. Ouiondyxman HIII mawuna
KbIpebl3 MUIU CHIAKMYY MOPQOIOSUANIK HCAKMAH Oali aceiiomuHamueoyy muioepoe KypaiobiH
MAKMBIELIH HCOLOPYIAAMYY VUYH CO30VH MAOUAMbBIH (SPAMMAMUKANBIK, CEMAHMUKANBIK) KAMMbIULDbL
kepek. Jlemex, Oy sMeex SPAMMAMUKATBIK ©3204ONYKMOH MbIUKADLL, CeMAHMUKANBIK MAGHUHU CO3
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KOppenayuacel kamapvl manoaium (Kum KuMmee, KAY4aH JHCAHA Kalida 3mHe KbLiowl). bByea
Oatinaanenumyy,  Maxanaod Kelpewbl3 MUIUHUH YHUKATOYY JTUHEEUCHIUKATILIK KOCUCHMEPUH JICAHA
yuypoazvr HIIII xkypandapvinvin 4exmeenopyH usuioee apruilyy Kblpebl3 MUIUHUH KOHMEKCMUHOe
CeMAHMUKANBIK  pOJoopoy Geneuneo (SRI) npoyeccun umike auiblpyyVHYH KblibIHUBLILIKINADDL
xkapanam. Kvipevis muniunoesu mMymLyHYKCY3 e mamadi cylinemoepoy ueuyyoe SRL moodenunun
myut 601201 KOHKPEeMMYY KbllibIHUbLIBIKMAPBIH AHBIKIMOO MHCAHA Manooo MmeHew, renewexme HJII
MapMazeIHOacsl U3UT00010P2O TUHLGUCIIUKATIBIK KEHEULMEPOU KAMMUBIIM.

Tyiiyuoyy ce3oep: cemanmukaiblk poadopoy 06encunee, azeniomuHayus, MmMypK muioepu,
KbIpebl3 MU, CeMAHMUKC, CeMAHMUKATBIK POIOOD.
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MAPKHPOBKA CEMAHTHYECKHX POJIEH (SRL) JUISA YCTPAHEHUSI
HEOJHO3HAYHOCTH CUCTEM OBPABOTKHU ECTECTBEHHOT'O SI3bIKA
(NLP) B I3bIKAX C OTPAHUYEHHBIMHA PECYPCAMH, TAKHX KAK
KBIPTBI3CKHUM A3BIK

Koenumuenoiti  ananus A3vIKd, NPOGOOUMBIIL  HENOBEHECKUM MO32OM, OX6AMbIGAem 6ce
KOMNOHEHMbl A3bIKA, 4mo mpebyemcs u om Mmauunol. M 6 WUpOKO UCNONBIYeMbIX A3bIKAX, KAK
anenuiickuti, HII-mawunor nouwmu oocmuearom YpoGHs MOYHOI UHMEPNpemayull, Ha KOMOpOM
SMOM aHANU3 GuINOAHAEMCS HenoeekoMm. Jlannas cgepa  Hawano 2ny6oko uUccne008amves U
AHATUZUPOBAMb A3bIKIL HA OCHOGe meopuu yHugepcanwHoil epammamuxy H. Xomckoeo ¢ nomowwio
aneopumma, Komopwii Obll peanu3o6aH 8 cOOMEeMCmMeUl ¢ CUHMAKCUYECKOU CMPYKMYPOIl A3bIKd.
OO0Haxo onvim NOKA3AN, YMO CYUECMEYIOm TUHSGUCIUYECKUe OCOOeHHOCHI, ANeOPUMM KOMOPbLIX
OCHOBAH MOIBKO HA CMPYKMYpe A3bIKd, 6600UM CUCMEMY 8 3a01yicOoeHue U He Modcem
AHATUSUPOBAMD UHPDOPMAYUID MAK JHCe MOYHO, KAK 3mo Oeidem yenoeex. JOHA U3 NpuyuH 3moeo
3aKAIOUACMCA 8 MOM, HYMO KANCOOe CIOBO MOJCEM UMeMb PA3IUYHbIE CPAMMAMUYEecKue i
cemanmuyeckue 0COGEHHOCMI 8 3AGUCUMOCIIL OM €20 KOHKpemHo20 kornmexcmd. (OcobeHHo 3mo
Kacaemces A3vlk08 ¢ 2ubxum nopaokom cios. B cieocmeuu, 6 maxux mopghonocuyecku 602amulix
ACTIOMUHAMUBHBIX  A3bIKAX, KAK KbIPSbI3CKUL, HAM HEOobOXO00UMO YYUMbIGAMb KAK NPUPOOY
(epammamuyeckyro, mak u CemManmuyeckyro) cioed, umobsl nosvicums yposewvs mounocmu HJII
mawunsl. M 6 oanHoil pabome OyOem NpOaHANUZUPOBAHA PONb CEMAHMUYECKOSO 3HAYEHUS Cl08d
NOMUMO 2PAMMAMUYECKO20 NPUSHAKA, NYMEeM AHATU3A KOPpesayuu Cloé (Kmo, 4mo, ¢ KeM, Ko2od U
20e coenan). Taxum obpasom, 6 Oannoli cmamve O6yOym paccmompenvl npobieMmvl 6HeOpeHUs
ceManmuyeckotl poieeoil mMapxuposxu (SRIL) 011 mauunsl 6 KOHMEKCME KblP2bi3CKO20 A3bIKd, A3bIKA
(A3bIK C 02PAHUYEHHBIMU PECYPCAMUL), NYMeM U3YHEHUS €20 YHUKATbHBIX TUHSGUCUYECKUX C8OTICME U
ocpanuvenuil cymecmeyowux uncmpymenmoe HJIIL C ewviagnenuem u auanu3om cneyu@uueckux
ca02HCHOCIET, ¢ KOMOpuiMu cmankueaemes mooennv SRL (mapxupoexa cemanmuyeckux poneti) npu
00pabomie OBYCMBICICHHBIX UIU CAONCHBIX NPEONOHCEHUT HA KblPZbI3CKOM A3bIKE, YMO Odem
npedcmasienue 00 061acmax 0ng OAIbHeULe20 CO8ePULEHCMBOBAHUA.

Knrwoueevie cnoea: cemanmuueckas MAPKUPOGKA, — A2IIOMUHAYUSA,  MIOPKCKUE — A3bIKU,
KbIP2BI3CKUTL A3bIK, CeMAHMUKA.

1. Introduction

In each language, a word has semantic meaning as well as grammatical meaning [11].
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Whereas humans' cognitive acquisition can comprehend both automatically, natural language
processing (NLP) machines require such tools as SRL for comprehensive language processing
[12]. Specifically, the needs for this approach increase in cases of agglutinative languages
where depending on the context, words can have multiple semantic meanings. Hence the
research will be focused on analyzing challenges for SRL tools for agglutinative Kyrgyz
language, based on the Kyrgyz corpus dataset. The history of development of the language
has undergone several historical and linguistic stages. The early history is closely connected
with settlement patterns of the Kyrgyz peoples in Central Asia [2]. Historically, the Kyrgyz
language was primarily an oral language, coming through generations by oral traditional
folklore and storytelling. During the medieval Islam was spread through Central Asia, hence
Arabic script and vocabulary influenced the Kyrgyz language as well. In 14th to 19th
centuries, the Chagatai Turkic language had a considerable influence on the written form of
the language due the political situation in the region. In the early 20th century, the Cyrillic
script was adopted into the Kyrgyz language in 1940-1950. This process aimed at
standardizing the written form of Kyrgyz and aligning it with other Turkic languages within
the Soviet Union [8]. Currently with the project of Universal dependencies Kyrgyz language
aims to be preserved from loss by collecting corpus data. Hence in this paper we will be
analyzing flexible word order from agglutinative language nature, to observe challenges for
the parsing system to understand semantic features of the word in a context [1]. As well as
errors that may occur due to the subjective interpretation of NLP tools [13].

The rest of this paper is organised as follows: In Section 2, we provide an overview of
related work in the field of text data analysis, covering previous approaches to SRL for other
agglutinative languages and recent advances of models for natural language processing tasks
in Turkish language. Section 3 We look at linguistic examples in details, including the key
stages of SRL-based text analysing in the target language. In Section 4, we discuss the
analysis results and evaluate the current stage of the tool from linguistic part. Finally, in
Section 5, we conclude the paper and discuss future directions for research in text SRL.

2. Literature Review

As we know Language is an interdependent system in which the meaning of any given
term depends on the other terms' random presence which the human brain automatically
analyzes, including all aspects of NL. Every linguistic aspect must be included in NLP as a
cognitive process of analyzing and presenting results [4]. One linguistic unit for more than
one meaning [7]. Since language is the big structure (tool) to code and decode information [3,
pp. 73-75], the disambiguation of morpho-semantic ambiguities by human depends from the
style, mood and way of handling this tool by human being, so the concept of ambiguity is
psycholinguistics specialty of the communication process as well as disambiguation process
of this concept.

So, the POS tagging tool is needed for the disambiguation process of some cognitive
gaps for the machine to comprehend natural language by covering the grammatical features of
the term.

With the part of speech tagging tool (POS), we can cover grammatical features of the
word. However, as is well known, a single word can have multiple semantic meanings
depending on the context. As a result, SRL improves machine understanding of natural
language (NL) by defining grammatical features of words under specific word sequences [5,]
by identification of grammatical features of word under particular context [10] this allows
more accurate interpretation of the NLP applications.

Specifically in the case of morphologically rich and low resourced Turkic languages
(Language family is commonly appears in: Kyrgyzstan, Uzbekistan, Kazakhstan,
Turkmenistan, Turkey, China, South Siberia, Lithuania, different areas of Balkan, Cyprus,
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Azerbaijan) such as Kyrgyz implementation of SRL in NLP tasks may propose solutions to
enhance comprehension of the machine. So according to [6] the algorithm will be able to
define changes in the segmentation of morphemes. Beside POS tagging methods which can
identify grammatical features can make errors with ambiguous words of the target language
because NL interpretation by human is a process more than we see and definition of the
language by machine requires the coverage of multiple levels and features. Where SRL
defines the semantic feature of the word within context together with POS tagging
grammatical definition leads to the comprehensive review from NLP tool. Since semantic
meaning relies on the syntactic feature it increases the accuracy of the tool. According to [4]
quick disambiguation is possible with SRL.

3. Methodology

This work conducts qualitative analyses with corpus based descriptive and comparative
methods. And will work on the output Stanza NLP tool and based on Turkic- Kyrgyz
language corpora data. By comparing POS tagging and SRL comprehension for the sentence
analyses which include ambiguous words. The sentences will be chosen by language corpus
frequency formatting, after the human request for ambiguous words.

Sentence 1

Mynyn rxecenemunen ynam kenee Kup cyyaap xoutyiyn ocamam. (As a result, dirty
water is being poured into the lake).

Kup (laundry, come in, dirty) is a Kyrgyz ambiguous word that might be Noun, Verb
and Adjective depending on the context. In this sentence fulfilling the role of ADJ but relying
just on the grammatical feature will lead to the misinterpretation of the machine. Since POS
tagging was able to catch only one function of this word.

Sentence POS SRL
MynyH PRON Relation: nsubj (error)
KECeTeTHHEH NOUN Relation: nmod
yJaam ADV Relation: advcl
KO.J120 VERB(error) Predicate: xoneco
Kup NOUN (error) Relation: obj
cyyiap NOUN Relation: obj
KOIIYJIyTI VERB Predicate: xomynymn
JKaTat VERB Predicate: sxarat
Table #1 Stanza POS and SRL output for the Kyrgyz sentence
Sentence 2

Kup, xupe eoii, - oen manoaiisinoazcer omypeyumy xkepcommy 1oneonaii. (Come in
come in, - Tolgonay pointed to the chair in front of him).

Kup (laundry, come in, dirty) In this sentence fulfilling the role of Verb but machine
misinterpreted it as Noun for the 1st word again covering just the first meaning of the word.
However, the SRL tool adds extra meaning to the word by defining it as a word with extra
meaning to the Noun.

Sentence POS SRL

Kup NOUN(error) Kup, Relation: nmod
Kupe VERB Predicate: xupe

2ol PROPN
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den VERB Predicate: oen
MAHOAHBIHOACHI NOUN mManoaivinoaesl, Relation: obl
omypayumy NOUN omypeayumy, Relation: nmod
Kepcommy VERB Predicate: kopcommy,
Toneonaii VERB Predicate: Toneonaii,

Table #2 Stanza POS and SRL output for the Kyrgyz sentence

Sentence 3

Kakvinoa sne yu éapak  moamypa cypoonop iHcaselieaH kaeasz xeaou. (A paper for
three pages with full of questions arrived recently).

Bbapak (piece of paper, type of the house) is a Kyrgyz ambiguous word that might be
Noun and Adj depending on the context. In this sentence the word playing the role of Noun,
but the system gives wrong grammatical feature. Since SRL data didn’t cover this word, the
interpretation will be with errors.

Sentence POS SRL

JKakbpiHaa VERB Argument: XKakbiaga, Relation: obl
NG NOUN

V& NOUN

oapax ADJ (error)

TOATYypa VERB

CypooJIop VERB Argument: cypoosiop, Relation: nmod
JKa3bUITaH ADV Argument: xa3butras, Relation: advcl
Karas NOUN Argument: karas, Relation: obj

KEJIIH Predicate: xenmu,

Table #3 Stanza POS and SRL output for the Kyrgyz sentence

Sentence 4

bus bapax yiioe osrcauiauyoys. (We lived in éapax (type of the house) a house).

Bapak (piece of paper, type of the house) in this sentence the word playing role of the
ADJ, and POS tagging defined correct grammatical feature which makes us to assume this is
most frequent grammatical feature, since even if the system didn’t define the SRL meaning,
the interpretation was without errors.

Sentence POS SRL

bus PRON Relation: nsubj

oapax ADJ (correct)

yine NOUN Argument: yiine, Relation: nmod
xamadyOys3 VERB Predicate: sxammauy0ys3,

Table #4 Stanza POS and SRL output for the Kyrgyz sentence

4. Analysis

Morphologically rich Turkic languages where most information is expressed via word
formation rather than with syntactic [9]. Hence the parsing process is challenging as we can
notice from the examples above. Hence it is necessary for the more accurate results to
implement SRL which provides additional meaning to the words in the context. Then
interpretation of the word by machine will be more accurate. As in the sentence I first step
with POS defined the ambiguous word xup with error, additional SRL gave additional
semantic feature highlighting relation with object character. However, SRL for low resourced
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languages may make errors as shown in the senfence 2 due additional meaning and need to
expand the data number and enhance the accuracy level.

From the examples 3,4 we can assume that the POS tagging tool is coherent to define
the most frequent feature of the word. However, SRL tools need to be developed in terms of
the data gap for the low resourced Kyrgyz language. And it can be useful since the tool was
helpful in some examples via giving extra characteristics for the decoding.

S. Conclusion

This paper was addressed to the low-resourced language as Kyrgyz language to define
semantic complexities for NLP machines due to the ambiguous characteristics. And gave
characteristic of the errors that are made by the system within initiation of the way how
humans disambiguate words using a large pool of latent semantic factors and connections
between senses. Beside the paper focuses on linguistic suggestions for semantic factors
interpretation to become coherent under the disambiguation process.

And future works will be addressed for the disambiguation process of semantic
ambiguities for the low-resourced Kyrgyz language. Since all the resources employed in this
work may apply to several languages of Turkic family, the direction will be convenient for the
adaptation to other languages. And will lead to the large future projects in this field.

Then we may achieve high results for Kyrgyz language NLP field.
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