V]IK: 004.42:8
BAAYOPOBA Bb. K., IAHKOB I1.C., MYP3AKYJIOB C.M.
K. banmacarsin ateiagarel KYY
BAAYOPOBA B. K., [IAHKOB II1.C., MYP3AKYJIOB C.M.
KHY um. X. banacareina
BAYACHOROVA B.J., PANKOV P.S.,, MURZAKULOV S.M.
KNU J. Balasagyn

MAKCATKA BAT'BITTAJI'AH OTUIOTEPAM KOMIIBIOTEPJIE KO3 KAPAH/IBICBI3HAT'BIUIABIPYY

HE3ABHUCHUMOE KOMIIBIOTEPHOE ITPEJACTABJIEHUE HEJIETIOJIAT AIOIINXTJIAT'OJIOB

INDEPENDENT COMPUTER PRESENTATION OF GOAL SETTING VERBS

AHHoOTanusi: Mypaa TaOUTbIi TWIAM ©3I6IUTYPYYHYH KOMIIBIOTEPAMK Kapa)karTapbl MaianaHyydyra
TaaHBI OaliKa TUITe OArbITTANBINT TY3YIYYYy. ABTOPIOp TapaOblHAH TAOWTBIA THUJIAEPIM KOMITBIOTEpIE
K63 KapaH/bIChI3 TYPA® YarbULAbIPYy CYHYIITAJITaH >KaHa K33 OMp 3THUIl, 3aT aToo4, CbIH aTo0Y CO3A6epY
Y4YH MATCMATHUKAJIbIK KaHa KOMIIBIOTCPAUK MOIACIACP HINTCIIMII YBIT'BIIl, 3THUII CO3A6PY YUYYH JKaHbI
KJIAaCCU(UKALMATIOO CYHYIUTANIbIN, KbIPIbI3 JKaHAa aHIJIMC TWIAEPUHIETH K33 OUp TYHIYHYKTOPAY
KOMIIBIOTEPAC HYarbUIABIPYY HMHIKE alllbIpbUITaH. Byn Makajlaa K33 6I/Ip TaTraajl 3THII CO3AOPYHYH
MaTeMaTHKAJIbIK MOJENJIEPU CYPOTTeNay. Ajlap TaOUIbli TUIAEPAN KOMIBIOTEpE YarbULIBIPYYHY aHAaH
apbel OPKYHAOTYY KaHa THIIIH ©346INTYPYY YUYH KOJIAOHYIYIIY MYMKYH.

AHHOTaIlI/Iﬂ: Panee KOMIIBKOTCPHBIC IIPOIrpaMMHBIC CPCACTBA JII HU3YUCHUA SA3BIKOB OCHOBLIBAJIMCH Ha
APYyrux A3bIKax, 3HAKOMBIX II0JIb30BATCIIIO. ABTOpI)I NpeaAIOXKUIN HE3aBUCHUMOC KOMIIBIOTCPHOC
nNpeaACTaBJICHUEC €CCTCCTBCHHBIX A3BIKOB. Oun pa3pa60TaJm MAaTEMAaTUYCCKHUE U KOMIIBIOTCPHBIC MOACIIN IJIA
HCKOTOPLBIX TIJIaroJioB, CYHICCTBUTCIIBHBIX W MPUIAraTCibHBIX, MTPCIJIOXKNUIN HOBYIO KJ'IaCCI/I(i)I/IKaIII/IIO
rJ1arojioB u p€ajinu3oBaIl HEKOTOPHLIC MOHATHUA KBIPTbI3CKOI'O0 U aHTJIMUCKOrO SA3LIKOB Ha KOMIIBIOTEPE. B
CTAaTbC OINHUCBIBAIOTCA MATEMATHUUYCCKUEC MOICIHU IJII HECKOTOPBIX CJIOKHBIX TJIAaroJIOB. DTO MOXET OBITh
HUCITOJB30BAHO I I[aJ'ILHefIIJ.IeF O Pa3BUTHA TaKUX KOMIIBIOTCPHBIX Hpe,ZLCTaBJ'ICHI/Iﬁ " N3YYCHUA A3BIKOB.
Annotation: Supra, computer software to learn languages were based on other languages which are familiar
to the user. The authors proposed independent computer presentation of natural languages. They developed
mathematical and computer models for some verbs, nouns and adjectives, proposed new classification of
verbs and implemented some notions of Kyrgyz and English on computer. In the paper mathematical
models for some complicated verbs are described. It can be used for further development of such computer
presentations and learning languages.
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1. Introduction
Supra, computer software to learn languages were based on other languages which are familiar to the user.
In details, investigating and learning a living language were implemented with the assistance (including
bilingual dictionaries and text-books) of persons who had a complete command of it. Invention of recording
sounds gave possibility to fix examples of an oral language objectively. Invention of talking pictures fixed
examples of phrases with connection to situations and actions. Computer games gave the user the
opportunity to choose actions with corresponding phrases. Hence, before our publications software to learn
languages based on languages native to the user, nevertheless some notions are presented independently.
This survey demonstrates that there were not completely independent presentations of natural languages.
We proposed to develop interactive computer presentations of natural languages. By our definition, if a
computer software for presentation of any object or process does not depend on the user’s knowledge and
skills on similar objects then we call it independent. Such presentations, by our opinion, are more
convenient because the user can learn a language by its own notions, and begins thinking in it, without
translation in mind.
Using ideas [1], [2], [3] we [4-11] proposed definitions and developed sketches of such presentations. We
proposed to use random generation of objects in tasks and situations and feedback for checking-up
knowledge of a language. We described contents and forms of mathematical models [12].
Existing classifications of notions in grammar are based on involved grammar forms only and are scanty for
computer presentation. For further developing of such presentations we developed a corresponding
classification of notions (nouns and verbs) of languages.
We will use Kyrgyz language for examples and mention other languages too.

2. Preliminaries
We put the following hypothesis. A human's genuine understanding of a text in a natural language can be
clarified by means of observing the human's actions in real life situations corresponding to the text.
Definition 1. If outer influences of low energy can imply sufficiently various reactions and changing of the
inner state of the object (by means of inner energy of the object or of outer energy

entering into object besides of such influences) at any time then such (permanently unstable) objectis an
affectable object, or a subject, and such outer influences are commands.
A system of commands such that any subject can achieve desired efficiently variousconsequences
from other one is a language.
Definition 2. Simple mathematical models consist of

- fixed (Fi) sets;

- movable (M;) sets;

- temporal sequence of conditions of types: embedding (Mjc Fi ?), intersection (Mjn Fi=2 ?),(M;
NFi 0 ?).
Animated objects and Avatar (presentation of the person) are denoted by trembling.

Mathematical models can also include self-moving objects, sounds.
More complex mathematical models also include objects that transform other objects (tools) andobjects
to be transformed.



We propose to construct computer interactive presentations are built on the base of mathematical
models.
Definition 3. For any notion (word of a language):
If an algorithm acting at a computer:
- generates (randomly) a sufficiently large amount of situations covering all essential aspects of the

notion to the user;

- forms a command involving this notion in each situation;

- perceives the user's actions and performs their results clearly on a display;

- detects whether a result fits the command
then such algorithm is said to be a computer interactive presentation of the notion.
These commands can contain other words too. But these words must not give any definitions orexplanations of
the notion.
Remark. Existing vocabularies do not give definitions of words. They explain words by other wordswhich
causes vicious circles. For example, the soft ABBY'Y Lingvo x3:
Write — «mark (letters, words, or other symbols)...» Mark —
«write or draw (a word, symbol, line, etc.)...»
Definition 4. If all words being used in Definition 3 are unknown to the user nevertheless s/he is be able to
fulfill the meant action (because it is the only natural one in this situation) then the notion (word of a
language) is said to be primary. If the user has to know supplementary words to complete the action then
the notion is said to be secondary. Thus, there arises a natural hierarchy of notions.
Definition 5. If a presentation of a verb demands an only action by the user then such presentation issaid to
be minimal.
If a presentation of a verb involves (not necessary but denoting valence of the verb) auxiliary objects then
such presentation is said to be extended.
If a presentation of a verb demands some actions (denoted by other verbs) by the user then such presentation
is said to be goal setting.
Verbs having only goal setting presentations are said to be goal setting ones.Results
of execution of some verbs, for instance
Example 1. OMJIOO [think], TABVYY [find]
cannot be verified immediately. In such cases we propose actualizing: additional verb of action which
detects whether the user understands the verb by means of the user’s action.

Some other verbs also need additional actions. We will mark them with *.
3. Classification of verbs
3.1. The well-known intransitive / transitive verbs.

3.2. The well-known valence. It is the number of arguments controlled by a verb as predicate
including the subject. There are: intransitive (monovalent/monadic); transitive (divalent/dyadic);
ditransitive (trivalent/triadic); tritransitive (quadrivalent/quadradic) ...

We will denote: Val-min is the minimal valence; Val-exm is the valence in an example.

Remark. Transitive verbs in Kyrgyz language are detected by using Ta0sim xenneme (Accusative Case).
Many of intransitive verbs can be made transitive by means of affixes of Kar 0yiipyk (Causative voice), for
instance


https://en.wikipedia.org/wiki/Verb_argument
https://en.wikipedia.org/wiki/Predicate_(grammar)
https://en.wikipedia.org/wiki/Subject_(grammar)

Example 2. ©3I'OPYY Val-min=1 [transform yourself] - ©3IOPTYY* Val-min=2 [transform anything].
We specify these notions for computer implementation.

3.3. Avatar verbs.
“Self-transitive verbs” can be explained as “Change your outer state”. Meanings of many transitive verbs
can be returned to the doer, for instance “paint (anything)”- “paint yourself”. Some actual intransitive verbs
can be presented in such a way. In mathematical models an (auxiliary, random) thing standing for direct
object is to be changed to Avatar.

3.4. Inner-state-changing verbs, Val-min=1.
Example 3: OKY [read], KOPYY [see], KAPOO [look].

3.5. Moving verbs, Val-min=3.
Example 4. KOIOY Val-min=3 [put], AJIYY* Val-min=3 [take], XKbIUIIbIPYY Val-min=2[move],
TYPTYY Val-min=2 [push] .

3.6. Effecting verbs, Val-min=3.
Such verbs are related to affectable objects only.
Example 5: BEPYY [give], TAMAKTAH/BIPYY [feed].

3.7. Transforming and tool verbs.
Example 6: BYKTOO Val-min=? [flex]; 20) KECYY Val-min=3 [cut], KYIOY Val-min=3 [pour in],
BAMJIOO Val-min=4 [connect], CUMMETPHUSIJIOO Val-min=? [symmetrize], TY3YY Val- min=3
[compose].

3.8. Goal setting verbs.
Example 7. KOPCOTYY Val-min=3 [show] (anything to anybody) , TABYY* Val-min=? [find],
CAJIBIIITBIPYY* Val-min=3 [compare] .

4. Minimal mathematical models of verbs
Auxiliary random objects will be denoted with italics.
Let KOPOO [Yard] be an arc of 2700 of a circle on display.
Example 8. YBIT'YY [go out]. Environment: Yard and Avatar within Yard.Command:
YhbIK!
Example 9. KUPYY [come in]. Environment: Yard and Avatar out of Yard.
Command: KH1P!
Example 10. TYPTYY [push]. Environment: Thing and Avatar out of Yard.
Command: Aitnananst TYPT! [Push the circlel].
Example 11. OTYY [pass]. Environment: River, Bridge and Avatar.
Command: Kenypenen OT! [Pass the bridge!].

Example 12. KOKOYVY [put]. Environment: Thing and Place. Command:

Kurentu taktara KOI! [Put the book onto the desk!].

Example 13. AJIYY* [take]. Environment: Placel, Thing in it and Place2.

Command: Kutentu otypryuran AJIBbIIT rakrara koii! [Take the book from the chair and put itonto the
desk!].



Example 14. KYIOY [pour in]. Environment: Tape with red spot and Bowl under it. Command: KY!
Example 15. BEPYY [give]. Environment: Food and Animal. Command:

Anmansl Teiiieiara BEP! [Give the apple to the squirrel!]

Example 16. KOPCOTYY [show]. Environment: Thing, Animal and the line with little holebetween
them. Condition: Thing, the hole and Animal are in line.

Command: Tonty koéuro KOPCOT! [Show the ball to the hare!].

5. Extended mathematical models of verbs
Let KOPOO [Yard] be a circle with some colored gates.
Example 17. UbIT'YY [go out]. Environment: Yard and Avatar within Yard.
Command: XKameut gap6a3a apksutyy UbIK! [Come out the green gatel] Example 18.
KHUPYY [come in]. Environment: Yard and Avatar out of Yard. Command: Capst
napb6asa apkeutyy KUP! [Enter the yellow gate!]
Example 19. OTYY [pass]. Environment: Yard and Avatar. Command:
Caps1 nap6a3anan xana Kei3put qap6azamgan OT!
Example 20. TYPTYYY [push]. Environment: Thing, Place and Avatar out of Yard.
Command: Yapusiast cyyra TYPT! [Push the square into water!].

6. Goal setting verbs
Example 21. TABYY* [find]. Environment: Many colored Things-1, Thing-2 under one of them(invisible),
Place.
Command: Xamein Gapakvanapasl *KbUTAbIpbin, Kameman TAAIL ansl Taktara xoi! [Shift greensheets,
find a pen and put it onto the desk!]
To fulfill such a command the user is to make Shift many times.
Example 22. KYIOVY [pour in]. Environment: Tape with red spot and colored Bowls (not under it).
Command: Caps! niumike xana Kei3su1 uauimke KYH! [Pour in the yellow bowl and in the red bowl].
To fulfill such a command the user is “to put a bowl” and “to shift a bowl” some times.
7. What verbs are necessary in a language?
There is the following list in Internet. To be; have; do; say; get; make; go; know. But this list is not
substantiated. Theory of sets, Definitions 2 and 3 and their implementations yield such capacity. We
propose:
7.1. (MAF = ); (M c F): KOH [put].
7.2. Environment: F1 N F2 =@. (Mc F1); (M c F2):AJIBITT-KOM [transfer].
7.3. A general goal setting verb ©3T'OPTY'Y [transform].
Verbs that mean existence of another affectable object (subject):
7.4. Let the object be sensed by the subject. As a partial case, with eyesight: KOPCOTY'Y [show].We
propose to develop and implement such a list.



8. Conclusion

This paper is a next contribution to our general project of developing mathematical
models of various notions for independent presentation of natural languages. We hope
that such software would be interesting and useful for people to learn languages.
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