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FILTER PRUNING IN ORDER OF IMPORTANCE OF THE LAYER GROUPS TO
ACCELERATE CONVOLUTIONAL NEURAL NETWORKS

OTCEYEHHUE ®UWIbBTPA B TIOPAIAKE OINEHKN BA’KHOCTHU I'PYIIII CJIOEB JIA
YCKOPEHUSA PABOTBI CETEA CNN

CNN TYHYHJOPYH BLIIJAMJIATYY YUYH, KATMAP TOONTOPYHYH MAAHWJIYYJIYK
YHOAHBI BOIOHYA KBICKAPTBII YBIITKAJIOO

Konsonoyuanvik Hetipon mapmaxmapelnoa KamMmvlican My3MOKMoOpOy Hcanueaumvlpyy YuyH ap KaHoat
bLIOAMOAHYY bIKMANapsl usuideHzen. Anapovin uduHen Guibmpou Kecyy 34 axmugoyy u3uidee 001yn
camanam, aHmKeHu amvl ANNApammelK KAMCbl300000 UWIKE AUIbIPYY OHOU JHCAHA ICENnmoe HCaHa IC
MYymymM HAPKblH MOMOHOOMYYO0O HCO2OPKY MaKmulk cakmaiam. byn makanada 6u3z oHco2opKy
makmulkmul cakman, dscoeopky FLOP azaumyyea scemuusyy yu4yH Kammapiapovl monmoo, ap oup
MONMYH MAGHULYYAYSYH Mabyy JHcana MAAHUIYYIAYKKO Jicapauia mon MeHeH KblPKYY bIKMACHIH
CYHywmauowv3. Aneay, andviH-ana o0aspoancan MapMakmolh KAMMAPAAPbIH Ybleyyyy 63204ONYKmMep
KAPMACLIHbIH KONOMYHO dAcapauia monmopeo 6eneoys. Anoan Kutium, oupunyu oapasxcadazvl TeunopoyH
KeHeluwuH KOJIOOHYNn, OUp MONKO MAAHUNYYAYKMy dcenmerious. AKvip-asaeel, 4blnkanapobl KulpKVY 9H
AHCO2OPKY Maaruze 33 60120H monmyH upemu mener sxcypeysynem. CIFAR-10 6oronua okymynean VGG
aocana ResNet Oymaxmapwin KollleaHoda, OU30UH CYHYWL KblI2AH bIKMA 3aMaHban wlkmaiaped
canviumuipmanyy maxmuix sicana FLOPs 6owonua sy scoeopky kepcomxyumepoy kepcemem. bBeneunei
kemyyuy Hepce, ResNet-500e 50% wuwvinxkanrapovt anein canyy mener, FLOPs wxonemynyn 70,85%
a3arblublHa Hcemuumux, bawmanksl makmeievinoa 0,41% scozomyy.

O30k co300p - duibmMpOu KeicKapmyy, MAAHULYYILYeyH 0aanoo, Mo0enou Kbicyy, KblCKapmyy
mapmuou.

Bvinu uzyuenvt paznuunvie nooxoovl K yCKOpeHuro OJis pa3eepmvléaHus C6EPMOUHbIX HEUPOHHbIX cemell
60 6cmpoennvix ycmpoticmeax. Cpeou Hux Haudonee akmuHblM UCCLEO08AHUEM ABIAEMCA OMceyeHue
@unempa, noCKOIbLKY e20 1ecKo peanu308amsb Ha 000pY00S8aHUU U NOOOEPAHCUBAMb BbICOKYIO MOYHOCHb
npU 0OHOBPEMEHHOM CHUICEHUU BbIYUCIUMENbHBIX 3ampam u 3ampam Ha namams. B amoii cmamve moi
npeonazaem mMemoo cpYNNUPOSKU CL0e8, ONPeOeNeHUsl BANCHOCU KANXCOOU ePYNNbl U 2PYNNo8oll 0Ope3Ku
8 COOmeemcmeul ¢ HNOPAOKOM 6ANCHOCIU OJid O00CMUdNCeHUs 6bicoko2o cokpawenuss FLOP npu
coxpanenuu 6vicokol mounocmu. CHauana mul pazoensieM Cl0U npeosapumensHo oOy4eHHOU cemu Ha
2PYNNbl 8 COOMBEMCMBUU C PAZMEPOM BbIXOOHOU KApmbvl QYHKYUU. 3amem Mbvl paccyumviéaem OYeHKY
BANCHOCMU O KAJCOOU 2pYNNbl, UCNONb3YA pasnodcenue Teinopa nepsoeo nopaoka. Haxoney,
BbINOJIHACMCA OmceueHue Quibmpa 6 nopsoKe om 2gpynnvl ¢ Hausvbicwum Oannom eadxcrHocmu. Ilpu
cokpawenuu VGG u ResNet, obyuennvix na CIFAR-10, npeonodcenHvlii Hamu memoo NoKazvleaem
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npesocxoonylo  npouzeooumenviocms no mouynocmu u FLOP no cpasnenuro ¢ cospemenHbiMU
memoodamu. Ilpumeuamenvro, umo 6 ResNet-50 mvr docmueaem cuudicenus FLOP na 70,85% 3a cuem
yvoanenus 50% ¢hunempos ¢ nebonvwiol nomepeiti 6azogotl mounocmu na 0,41%.

Knrouegwie cnosa - coxpawjenue gpunbmpa, OyeHKka 8a’cHOCMu, caxcamue mMooeau, NOpsOOK COKPAUEHUs.

Various acceleration approaches have been studied to deploy convolutional neuralnetworks in
embedded devices. Among them, filter pruning is the most active research because it is easy to implement
in hardware and keeps high accuracy while reducing the computational and memory cost. In this paper,
we propose a method of grouping layers, finding the importance of each group, and group- wise pruning
according to the order of importance to achieve high FLOPs reduction while retaining high accuracy.
First, we divide the layers of the pre-trained network into groups according to the size of the output
feature map. Next, we calculate the importance score per group using first-order Taylor expansion.
Finally, filter pruning is performed in order from the group with the highest importance score. When
pruning VGG and ResNet trained on CIFAR-10, our proposed method shows superior performance in
accuracy and FLOPs compared to the state-of-art methods. Notably, on ResNet-50, we achieve 70.85%
FLOPs reduction by removing 50% of the filters, with a slight loss of 0.41% in the baseline accuracy.

Index Terms — Filter pruning, Importance score, model compression, Pruning order.

Introduction. Convolutional neural network (CNNs) has shown excellence in performance in variety of
fields, particularly in computer vision such as image classification [1],[2], object detection [3],[4], and
semantic segmentation [5],[6]. As deep learning structures evolve and high-performance Graphic
Processing Units (GPUs) are developed, CNN performance is getting better. However, as CNNs become
deeper and more complex, they have increased computational cost and memory usage. As a result, it
is difficult to deploy CNN to an embedded device or to inference in real-time. Therefore, several
methods to accelerate CNN such as low-rank decomposition [7], quantization [8], and pruning [9]-[15]
have been proposed. Among them, the pruning method has been actively studied recently because
of the merits of implementing CNNs with limited memory. Pruning methods can be categorized into
two groups, weight pruning and filter pruning. Weight pruning [9],[10] is a method of removing neurons
inside the filter that do not significantly affect accuracy. The weight pruning method removes the
neurons irregularly. Therefore, it is difficult to achieve high speed-up without specialized hardware
because the memory access is irregular at online inference after pruning. Filter pruning [11]- [15] is a
method of removing filters as a whole. This method provides regular memory access during the online
inference phase, resulting in speedup without specialized hardware. Therefore, most of the recent pruning
methods use the filter pruning method.

There are several ways to choose filters to prune. In the early studies, the norm-based method was
proposed, which calculates the norm of a weight [11], activation [12], or gradient [13] and removes filters
with low values. Recently, however, several studies have pruned differently, questioning the “small-
norm-less-importance” criterion. In particular, a method of eliminating the low score filters has been
proposed by calculating the importance score of the filters. In [14], Yu et. el. proposed a method of
calculating the importance scores of neurons in a layer immediately beforeclassification and calculating
the importance of all filters in the network by back-propagating these scores. In [15], Molchanov et. el.
proposed a method of approximating the effect of the filter on the final loss using Taylor expansion to
obtain the importance scores of filters in all layers, and then globally pruning the filters with small
scores.

Existing importance-based pruning methods are layer-by-layer methods that prune filters for each layer or
global methods that prune filters of all layers simultaneously with the same criterion. The layer- by-layer
pruning methods are time consuming and have a drawback in that the pruning ratio of each layer must
be determined in advance. The global pruning methods are removing filters globally across
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all network layers. However, most of the pruned filters are in a layer with a small output feature map
size, which does not reduce enough FLOPs.

In this paper, we propose a group-by-group pruning method which groups layers according to the output
feature map size and then prunes them in order of group with the highest total importance. Unlike
the previous importance-based pruning methods, our method sets the order of pruning with
importance score so that the accuracy is retained as high as possible. For VGG and ResNet on CIFAR-10
dataset, our proposed pruning method leads to improvement in terms of accuracy, and FLOPs with a
small accuracy drop.

We highlight out main contributions below. First, by group wise pruning, a certain percentage of filters
can be pruned even in groups with large output feature map sizes. Therefore, more FLOPs can be reduced
than existing global filter pruning. Second, by pruning in the order of the most important groups, we
can keep the network capacity high when pruning more important groups. This method allows us to
recover accuracy in fine-tuning during pruning. The proposed group-wise pruning method is verified in
CIFAR-10 dataset and implemented in VGG and ResNet model. Compared to the recently proposed
importance-based method, Taylor pruning, the FLOPs are much reduced and the accuracy is well
retained.

The rest of the article is organized as follows: Section II describes our proposed filter pruning method.
In Section III, various experimental results are presented. Finally, Section IV concludes the paper.

1. Proposed Method
Figure 1 shows a flowchart of our proposed group-wise pruning method.
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Fig. 1. Flowchart of proposed group-wise pruning method.

First, we approximate the importance score of all layers in the pre-trained model using first- order Taylor
expansion. Next, we group the layers with the same output feature map size into one group, add all the
importance scores of the filters in the group, and sort them in descending order. Finally, we repeat
pruning and fine-tuning until the desired number of filters are removed, starting with the group with the
largest import score.

Let W={wl s, ..., ®] 5,..., ®ps}bethe parameter of a trained CNN model with n convolutional layers,
where S/ is the output feature map size of the /-th convolutional layer. And, let

={fl, fl fl} be the parameter of the I-th convolution layer with cl filters, and
l,s] 1 2 cl
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D={(x0.,¥0),(¥1,¥1),--- (XK, YK} for the dataset, where(Z, ¥;) is input and output pair.
When the loss function is called L, the importance of the k-th filter in the /-th layer (/ f1') can be

regarded as the squared difference of the loss function values when the filter is pruned. Then, / 'l can

be expressed as follows:

I = (L(D,W|fi = 0) - L(D, W))? (1)

Computing Eq. (1) for all filters in network is computationally expensive, so we approximate Eq.(1)
with first-order Taylor expansion at /' = 0:

. A (}_L.[ .ID.Z. w ] l 4 9
I.J‘.' 2 ( “H. Jr.L) s (2)
OL(D. W
Eq.(2) is easily computed because the gradient 5 fl is already obtained from
k
backpropagation. Since filter f° 'isa s’c -dimensional vector, importance / 'fl " can be thought of as
k [ 1-1 k

the squared value after accumulating the product of the gradient and the own value of filter s s*¢ -1
times as in the following equation.
e SO
Ip~ (Y ———"fi.,)% (3)
=t iy

where /7 denotes r-th component of filter f”.

k,r k

Next, we group convolutional layers with the same output feature map size (Os) into a group. If there
are m types of Os in a given CNN model (51 ,--- » Sm), the convolutional layers can be divided into m
groups as follows:

G = {w14,, Wg, 80, }, where sy, .... 85, = 8

EE R | TR e— Wyy,s., }, where 8g,41, ..., 8g, = 52
Gn = {w,,, 141,80, 4190 Won, s, }s

where s, 1 s S

Irm—1+11 0%y

4)

We then express the importance of all groups as the sum of the importance of the filters in all the
convolutional layers in each group. Therefore, we can express the importance score of the t-th group

as:
gt

Io,= ) ifﬁ (5)

I=g¢_141 k=1

Given the pruning ratio is y and the number of filters per group is /g 1.,/ gm, we remove/
g 1 %y .. [ gm*y filters from each group. Next, we sort the importance scores of each
groupobtained by (5) in descending order in order to prune the group with high importance score
first, where Ind] ,..., Indyy, denote sorted group indices as follows:

Ind,,..., Ind,, = indexsort(lg,,...,Ig,, ), (6)

A large sum of the importance scores of the filters in a group means that the group has a
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large impact on accuracy. When pruning a group which has a large sum of importance scores, the
capacity of the network should be maintained at the highest level. This is because the higher the
network capacity, the better the recovery of the accuracy loss due to pruning when fine-tuning for
several mini-batches after pruning. The experimental results in Section IV.A show that the highest
accuracy is maintained when pruning in the order of high importance score when the pruning order is
set in various ways.

Algorithm 1 Proposed Filter Pruning Method

Input: W: pretrained network, ~: pruning ratio, {#f:
total filter number in W, pf: pruning frequency,
IrndiTvasss Tt filter numbers in group
o ados cons B

()ulput Prum.d nelwork
Find the importance score of each filter of W using (3).

W ko

Use (4) to group the layers.
Find the importance score per group with (5) and sort by
(6).

4: in=0,mb=0

5: repeat

6 Update W unsing gradient obtained from backproga-
ton.

7: For each minibatch, the importance score of each

filter is calculated using (3), and the importance score is
accumulated for each filter.
8: if Mod((mb+1),pf) ==0, and tn < tf x ~ then

9: Average the importance socre of each filter over
the predefined minibatches.

10: if tn < t1 x ~ then

11: Remove the N filters from Ig,,, with the
smallest importance scores, tn :=tn + N

12: else if tn < (1 x v + t2 x ) then

13: Remove the N filters from I, , with the
smallest importance scores, tn := tn + N i

14: ses

15: else

16: Remove the N filters from I, ,  with the
smallest importance scores, tn := tn + N

17: end if

18: end if

19: mb :=mb+ 1

20: until predefined epoches

Algorithm 1 shows the pseudo code of the proposed pruning method. Each time a pre- defined
mini-batch is performed, a pre-defined number of filters are pruned in order of the group with the
highest importance score. After pre-defined number of filters are pruned in each group, we fine-tune
the network for the rest of the epoch.

A. Theoretical Speedup Analysis.

Suppose there are ¢/ filters in the /-th layer and ¢ p filters are pruned,c/ ,,, , —¢p filters, remain
unchanged, glnd Suppose the, size ,of the input, output feature map and kernel of [-th layer is

S] —1 *S[— 1, 8] XS], k. Aﬂer pruning, the d1mens1on of the output feature map is reduced

from ¢] * 5] X 5] to (¢L—¢p )>$L>31- Since the output of the I-th layer becomes the input of the

I+1-th layer, the cdleulation "'of  1+1-th layer  decreases from  k*xc xc  Xs

s tok2 X(I—=c )%(I*1—=c )xs xs  when pruning ¢ filters in I+Ith layer. In other
Cp; c

words, a proportion of 1 ( 1- pi )X(l— pi+1 )is reduced.
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2. Experimental Results
A. Datasets and Experimental Setting

In order to evaluate the performance of the proposed method, the CIFAR-10 dataset is tested on VGG
and Resnet models. CIFAR-10 is a 32x32 colored image with 10 classes, 60,000 training images

and 10,000 test images.

For CIFAR-10 dataset, pruning and fine-tuning are performed for a total of 30 epochs, and 100 filters
are set to prune for every 20 mini-batches. To calculate the average of the importance score, an
exponential moving average is applied between iterations with coefficient 0.9. Initial learning rate is
set to 0.01 and decreased to 0.001 after 15 epochs. Mini-batch size, momentum and weight decay are
set to 128, 0.9 and 0.0001, respectively. In all experiments, the pruning ratio of the all layer groups

1s set to 0.5.

We run each experiment five times and averaged performance. All the experiments were

conducted using pyTorch on single GTX1080Ti1 GPU.

TABLE 1

COMPARISION OF THE PROPOSED PRUNING STRATEGY WITH OTHER

STRATEGIES ON ACCURACY.

COMPARISON OF FLOPS AND ACCURACY OF NETWORKS PRUNED BY PROPOSED PRUNING AND TAYLOR PRUNING METHODS.

Network | Baseline | Strategy | Strategy | Strategy | Strategy | Proposed

(%) 1) (%) |2) (%) |3)(%) |4) (%) |(%)
VGG- [93.80 [92.50 [92.34 [92.65 [9257 [92.62
16
ResNet- [94.73 (9449 |9443 9445 (9446 |[94.68
18
ResNet- [95.60 [95.01 [95.08 [9499 [95.01 95.19
50

TABLE II

Network Method Baseline Accu. (%) | Accelerated Accu. (%) | FLOPs | Pruned FLOPs (%)
Taylor Pruning (50%) 93.45 2.33E8 26.34
VGG-16 | ™ proposed (50%) 2.0 92.62 7.73E7 7531
_— Taylor Pruning (50%) 94.59 2.36E8 58.02
ResNet-18 |~ proposed (50%) s 94.61 1.04ES 81.49
s 24 | Taylor Pruning (50%) 2 95.02 491ES 5701
ResNet-34 | ™ proposed (50%) i 94.78 2.94E8 74.76
S Taylor Pruning (50%) 95.17 6.36E8 58.02
ResNet-50| ™ proposed (50%) 95.60 95.19 4.23E8 70.85

B. Effect of Pruning Order on Network Performance.

We compare four different pruning strategies to show that the accuracy is best retained when
pruning is done from the group which has highest sum of importance score to the lowest. Below are

four different pruning strategies.

1) From lowest sum of importance score to highest: Pruning is done in the reverse order of the

proposed strategy.

2) From lowest output dimension to highest: We prune network from the furthest group to the

closest group to the network input.

3) From highest output dimension to lowest: We prune network from the closest group to the

furthest group to the network input.

4) Prune all groups simultaneously: We prune a predefined filters for each group to make the sum
of the filters pruned for every 20 mini-batches to 100. The ratio of the filters pruned per group

for every 20 mini-batches equals to the ratio of the total filters per group of baseline network.



http://www.abbyy.com/buy
http://www.abbyy.com/buy

We compared the proposed pruning strategy with four strategies using VGG-16 and ResNet-18, a
relatively shallow networks, and ResNet-50, a relatively deep network, in terms of accuracy. As
shown in Table II, the proposed pruning strategy showed the second highest accuracy in VGG-16
and the highest accuracy in ResNet-18 and ResNet-50. Except for the pruning strategy, all conditions
are the same, so the proposed pruning strategy is the best for both shallow and deep networks.

TABLE 111
COMPARISION ON THE THEORETICAL AND REALISTIC SPEEDUP. T AND P
MEANS TAYLOR PRUNING AND PROPOSED METHOD, RESPECTIVELY.

Neawok |3d. Baseline | Pruned Rcalisliuj’ Thcnrclic.a!
= time (ms) | time (ms) | speedup(%) | speedup(%)
HEIE-IE AR
e HER AR
T HEaEIE A
e HEI AR

A. Comparison with Taylor Pruning method
The proposed pruning method is compared against Taylor pruning trained by CIFAR-10 dataset.
Both methods compute the importance score of all filters by first order Taylor expansion. Pre-trained
VGG-16, ResNet-18, ResNet-34, and ResNet-50 networks are pruned with mentioned two methods,
and accuracy, FLOPs and speed up are compared.
Third and fourth column of Table III shows the results of comparing the accuracy and FLOPs of the
two pruning methods. Like the Taylor pruning method, the proposed method prunes the filter by 50%
while retaining the accuracy of the baseline network. Notably, when pruning the ResNet-18 and
ResNet-50 networks with proposed method, the accelerated accuracy is 0.02% higher than Taylor
pruning method. Compared with the accuracy of the baseline network, accuracy drop is only 0.12%
and 0.41%, respectively.
The fifth column in Table III shows the FLOPs of the pruned network, and the sixth column shows
percentage pruned FLOPs when compared to the baseline network. The proposed method show
significantly lower FLOPs than the Taylor method for all four networks. In the case of VGGI16,
the proposed method pruned 75.31% of FLOPs, which is 48.97% higher than Taylor pruning
method. The proposed method pruned FLOPs of ResNet-18, ResNet-34, and ResNet-50 networks
by 81.49, 74.76, and 70.82%, respectively, which are 23.47, 16.85, and 12.80% higher than Taylor
pruning method, respectively.
These results validate the effectiveness of proposed pruning method, which can prune more FLOPs
while pruning same number of filters and retaining accuracy of the baseline network.
To see how much the realistic speedup ratio is, we measure the forward time of the network pruned
by the proposed and Taylor pruning method. Batch size is set to 64 and forward time is measured
for 10 epochs. After calculating the average time for each epoch, the pruned time is obtained by
averaging 8 average times except the epoch with the highest and lowest average time. Table IV
shows the results. In all networks, realistic speedup tends to be similar to theoretical speedup.
However, realistic speedup is less than theoretical speedup because it does not include batch
normalization and pooling layers, which need the inference time on GPU, in the calculation of FLOPs.
In addition, the limitation of IO delay, buffer switch and efficiency of BLAS libraries also lead to the
gap between realistic and theoretical speedup.
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3. Conclusion

In this work, we propose a novel filter pruning method to accelerate the CNNs. We
approximate each filter’s contribution using first-order Taylor expansion to obtain
importance score. Group layers with the same output feature map dimension. After adding
together the importance scores of the filters in the group, group-wise pruning is
performed in order of the highest total importance score. Experimental results show
that our proposed pruning method is comparable in terms of accuracy and outperformed
in terms of FLOPs and time reduction when compared with the Taylor pruning method,
which is known to have the highest correlation with reliable estimate of the true
importance.
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