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Abstract. This work is concerned with the development of the parser for automation of
morphological markup of the texts of the Kazakh National corpus. The parser includes the lexical
and morphological analyzers to perform the morphological markup of the texts. The task of a
lexical analyzer is to determine the boundaries of sentences, to display words, identifiers and
punctuation marks. The morphological analyzer performs the search for words in the dictionary
(which is a separate database) and determines their morphological parameters. At the output of the
morphological analyzer, we have a list of lemmas (a normal form of the word), affixes and
morphological characteristics of the word. Morphological markup of the texts is a stage of
automatic text processing, which allows to use the marked texts to solve the different problems of
Natural Language processing. This paper describes the application of morphological parser of the
Kazakh language to automated filling of the ontology of factographic retrieval system.

Keywords: Morphological Parser, Morphological Markup, Factogaphic Retrieval, Facts
Extraction, Automated Ontology Filling.
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NPUMEHEHHUE MOP®OJIOTHNUYECKOTO AHAJIMU3ATOPA KA3AXCKOI'O SI3BIKA
JUIS1 ABTOMATU3HPOBAHHOI'O HAITIOJIHEHH S OHTOJIOI N
®AKTOTPAPHUYECKOMN MIOUCKOBOU CUCTEMBI

Mancypoea M.E, Kazaxckuit HayuonansHuiil ynusepcumem umenu an-Dapadu.

Koiibazapoe K. Y, Hucmumym ungopmayuonnvix u eeryuciumensueix mexnonoeuti MOH PK.
Bapaxuun B.b., Uncmumym svruuciumensnsix mexnonoeuii CO PAH.

Conmanzenvounosa M., Kazaxcxuii nayuonanensiii ynusepcumem umenu ai-Dapaou.
Bepouberos C.,Kasaxckuii nayuonansnutii ynueepcumem umenu an-dapaou.

Annortaums. JlanHas pabora mocesiuieHa pa3paOOTKe aHAIM3AaTOpa MAJIsl aBTOMATHU3ALIUH
MOpP(PONIOTHYECKOH pa3METKH TEKCTOB KOpIyca Ka3axCKoro s3bika. sl  OCyLIecTBIICHHs
MOP(ONOrHYECKON Pa3METKH HCTOJIB3YIOTCS JIEKCHUECKHA W MOP(OIOTHYECKHA aHAIU3aTOPbI.
3amaveil JEKCHMYECKOTO aHAIW3ATOpa SIBJAETCS OMNpeAeeHUe TPaHHL MPEIJIOKESHUH, BbIIEIeHUE
CJIOB, HWACHTU(PUKATOPOB M MYHKTYaLIHMOHHBIX MapKepoB. MopQoJorudeckuii  aHajIu3aTop
BBIMOJIHSET TMOHMCK CJIOB B CJOBape Ka3axCKOro S3blka W OmpeaesseT ux Mopdonoruueckue
napameTpsl. Ha Bbixome MOp(dONornueckoro aHaIu3aTopa Mbl IOTYYUM CITHUCOK JIeMM (HOpMalibHast
dopma ciosa), apdpukcoB U MOP(POIOTHUECKHX XapakTepucTHk cioBa. OcyliecTBiseMas ¢
MTOMOIIIBIO pa3paboTaHHOTO aHaIM3aTopa Moponoruueckast pasMeTka  SIBJISIETCS
STAriOM aBTOMATHYECKOH 00palOTKHM TEKCTa, KOTOpas MO3BOJSIET OCYIIECTBISATH TOWUCK HYKHBIX
MOJIb30BATENI0  CJIOB, (OpM CIIOBA, JIEKCHYECKUX KOHCTPYKImMi W T.1. B nanHo# paborte
OIMUCHIBAETCS] MMPUMEHEHHE MOAYJISE MOP(OJOrHUECKOro aHaIu3aTopa AJsi aBTOMATH3HPOBAHHOIO
HATIOJIHEHUs] OHTOJNIOTHH (pakTorpapuueckoil MONCKOBOM CUCTEMBI.

KawueBble cjoBa: wmopdonoruueckuii aHanm3atop, Mopdororudeckas pasMeTka,
¢bakrorpapuyeckuii moUCK, u3ByeyeHne (akToB, aBTOMATU3UPOBAHHOE HATIOJHEHUE OHTOJIOTHH.

Introduction

In Turkic philology, there are quite many investigations on this problem for cognate
languages based on different conceptual approaches [1; 2; 3; 4; 5]. Analysis of the study on open
publications in the field of the technology of morphological analysis of the Kazakh language word
forms shows that in this field there are practically few investigations.

In the period from 1970 to 2000, the publications in the field of the Kazakh language
morphology were largely theoretical. Since 2006 there were the wvaluable publications in
international journals: Jonathan North Washington (2006) "A Novel Approach to Delineating
Kazakh's Five Present Tenses: Lexical Aspect"; G. Altenbek and Wang Xiao-long (2010) "Kazakh
Segmentation System of Inflectional Affixes"[6]; Zafer H.R., Tilki B., Kurt A., Kara M. “Two-level
description of Kazakh morphology” (2011) [7]. Particular attention should be given to the work of
Sharipbaev A A. "Intelligent morphological analyzer based on semantic networks" (2012) [8]. All
the listed works deal with some aspects in the field of morphology and syntax of the Kazakh
language and have a theoretical character of investigations. In this relation, creation of a module for
morphological analysis of the Kazakh words at a high processing rate is actual.

The remaining part of the article is structured as follows: Section 2 describes of
development of the parser for automation of morphological markup of the Kazakh-language texts.
Section 3 provides a detailed description of the technology of automated factographic retrieval
system ontology filling. This technology contains extracting keywords from corpus of texts with
similar topic for following using these keywords as possible values of entity’s attributes. Next,
Section 4 describes the practical results. Finally, the article is completed by a relevant discussion
and further research directions.
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Development of the parser for automation of morphological markup of the texts of the
Kazakh National corpus

Peculiarities of the Kazakh morphology

The Kazakh language refers to the class of agglutinative languages and together with Uzbek,
Kyrgyz, Bashkir, Tatar, Azerbaijani, Turkish and other languages forms a Turkic linguistic family.
Agglutinative languages are characterized by a consecutive addition of suffixes or ending bearing a
grammatical meaning to an unchangeable root or stem having a lexical meaning.

The sequence order of affixes is strict. For example, for nouns first a suffix is added to the
stem and then the ending of the plural followed by a possessive ending, then comes a case ending
and finally the ending of the conjugation form (which is only added to animate nouns) [9; 10].

Personal

o Plural G .
Root Suffix Possessive |Declensmn ending

form
Fig. 1. Rules of affixes attachment for nouns

In the Kazakh language, there exists the law of vowel harmony: harmony between vowels
and consonants of affix and the sounds of root. Vowels harmonize according to the hardness —
softness principle and, as far as consonants are concerned, there is harmony between the final sound
of root and the first sound of affix.

Apart from the three main rules of vowel harmony, it is necessary to take into account the
following rules of exclusion:

1. The rule of removing a voiceless consonant in the affix being added if there are two
voiceless consonants in the word ending. For example, acypnanucm + mep (zhurnalist + ter) —
ocypuanucmep  (zhurnalister), oxcmpemucm+mep (ekstremist + fter) — oxcmpemucmep
(ekstremister).

2. The law of vowel harmony is not observed in the following cases of the following affixes:

a) for affixes wmen, nen, 6en (men, pen, ben). xanammen (qalammen), nixi, Oixi, mixi (niki,
diki, tiki): 6ananixi (balaniki);

b) for loan words with ending: : px, ux, xc, km (rk, nk, ks, km). — nyxkume (punkte).

The law of omitting vowels “1”, “br” (“1”, “y”) in the root, when adding a possessive affix
“17, “pr” (“17, “y”). For example: apin — apm (arlp arpi), Koitvin — Kotinvl (koiyn — koiny).

The structure of a linguistic parser

Figure 2 presents the developed by us linguistic parser consisting of four analyzers (lexical,
morphological, syntactic and semantic). The analyzers are successively arranged one after other, the
output flow of one analyzer serving as an input for the following one.

Query in natural language File

l

Lexical analyser

Morphologlcal analyser

Lexical analyser

}

Lexical analyser

Fig. 2. The structure of linguistic parser
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The task of a lexical analyzer is to determine the boundaries of sentences, to display words,
identifiers and punctuation marks. The morphological analyzer performs the search for words in the
dictionary (which is a separate database) and determines their morphological parameters (e.g., part
of speech, number, case, etc.). A syntactic analyzer constructs a syntactic graph of a sentence. In
this work, we study two analyzers — a lexical and morphological analyzer.

A lexical analyzer is a program of initial analysis of a natural text presented in the form of a
chain of Unicode symbols. The output information is needed to be processed further by
morphological and syntactic analyzers.

The tasks of a lexical analyzer include:

Division of the input text into words, numbers, disjunctives, etc.

Isolation of idioms not having word changing variants;

Isolation of proper names, FNP (family name, name, patronymic) when the name and
patronymic are presented by initials;

Isolation of e-mail addresses and file names;

Isolation of sentences from the input text.

The procedure of isolation of words, numbers and punctuation marks is quite evident. After
reading — out the next paragraph in turn, the graphematic analyzer parses tokens and assigns the
corresponding graphematic characteristics to them. At this stage, tokens are isolated according to
blanks and punctuation marks. However, of the greatest difficultly is determination of the beginning
and the end of sentence. A lexical analyzer contains a heuristic mechanism for determination of the
sentence boundaries and the result of lexical analysis is not only an array of lexemes, but also
indicators of the beginning and end of the current sentence in the text.

It is not simple to find the end of a sentence either, as it may seem. An exclamation or
question mark is sure to indicate the end of a sentence, but a point may be put after an abbreviation
and in the middle of a decimal fraction. One must also take into account complex units of
measurement (kB.M, kmM/4ac), internet — addresses (http://yandex.ru), ordinal numbers written out in
figures (1917- x.), markup names (Kassymov K.S). Let us consider the following fragment:

1917 e, 21-26 winoeoe Iloxpoeckuii C.H. Opvinbopoa oonean « bykinkasaKmuiky cwvesoe
(1917 zh. 21 — 26 shildede Pokrovckiy S.1. Orynborda bolghan “Bukilgazaqtyq”™ syezde).

There are four points and only the fourth points indicates the end of the sentence. Therefore,
special test units are introduced into the analyzer. In particular, the simplest the simplest check: a
lexeme just before the point must contain at least one vowel. This test makes it possible to choose
many abbreviations used with a point in the end: o, m.e.x., me., ¢p.-m.2.0., x. (zh., tg.k., f-m.g.d.,
q.).

Of course, suck a test does not guarantee the correctness of the result. On the one hand, an
abbreviation or a number with a point can be at the end of a sentence. Nevertheless, the experience
in the work with documents confirms the efficiency of such testing. Only after analysis of points,
which are not sentence markers, we can divide the paragraph into sentences and the further analysis
is performed within one sentence.

Description of the algorithm of a morphological analyzer

The work of a morphological analyzer is as follows. At its input, we have an array of words,
punctuation marks and numbers marked from the input text at the stage of lexical analysis, with
lexical characteristics [11]. For every word, the analyzer performs the search for words in the
dictionary loaded into memory. All the stems the word being analyzed can begin with are looked
for. If a stem in turn satisfies this condition, a line containing all possible affixes for this stem is
extracted from the dictionary of affixes. Each affix from this line is added by turns to the stem and
the result is compared with the word being analyzed. In case of their exact coincidence, a new
record is introduced into the list of the search results: according to the ordinal number of the affix in
the line of affixes, variable morphological parameters of the word are determined (for example, for
a noun — the number and case), and by the lexical information of this stem its constant parameters
(noun, verb, adj...) are determined. If as a result of such search not a single successful variant if
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found, the user is requested to enter a new stem into the dictionary. In case he refuses to do it,
performance of the morphological analysis is stopped. If the new word is introduced into the
dictionary, the procedure of searching is repeated. At the output of the morphological analyzer, we
have a list of lemmas (a normal form of the word) + affix + morphological characteristics of the
word (part of speech, case, number).

Thus, the results of the morphological analysis in total are presented in the form of a
dynamic array. The number of its elements is equal to the number of its lexemes in the sentence.
The elements of the array are other arrays each of which retains all possible interpretations of its
lexemes homonyms. A dictionary of word stems, a dictionary of geographic names, a dictionary of
names, a dictionary of affix conjunctions are used as initial lexical materials.

Algorithm is automated filling of the ontology of factographic retrieval system

The section describes the application of morphological parser of the Kazakh language to
automated filling of the ontology of factographic retrieval system. The method of automated filling
of the ontology is proposed in [12]. This algorithm allows to extract key words/ phrases from the
text corpus of homogeneous subjects. The extracted key words are used further as possible meaning
of attributes of matters described in the created ontology of the subject field designed for
organization of factographic retrieval. The text preliminarily marked up with the help of a specially
developed morphological analyzer is used as input data. To extract semantically related key words/
phrases, the method of random walks is used in the algorithm. A trained neural network with a
hidden layer is used for the set of these phrases with the aim to assign a concrete phrase to the
definite attribute of the matter described in the text. Owing to the neural network operation,
ontology for a concrete document on the semantically related word pairs set is constructed and then,
on the basis of the obtained ontology, factographic retrieval is organized.

Experiments

The biography of Kazakh poetess Fariza Ongarsynova is taken as an example of a complete
cycle of the algorithm work. At the first stage, the text of biography is marked up by parts of
speech. For example: @apusa Onzapceinksizer Oneapcuinosa - Kazax akbiisl, Xaablk JHCAZYULLICH,
acypranucm. 1939 ocener 5 ocenmoxcanoa 1ypves  (kasipei Ameipay) odavice:, Hosodoeam
ayoanwina Kapacmuer Manaw ayeineinoa myean. In this form, the document is introduced in the
database MongoDB which is oriented to store collections of JSON documents.

Then, using the random walk method, key words and phrases are extracted, part of them are
presented below: @apuza Onzapceinksizer Oneapcsinosa, akvin, xansik sgcazyuivt, 1939 ouceinvr 5
acenmoxcanoa, 1ypves oonvicst, Ameipay, Hosoboeam ayoanvi, Manaut aysinel, efc.

And in the last stage, the neural network places the data on the descriptors.

99,

“name”: “ghapuza oneapcuInKbIzel OH2APCHIHOCA”
“position”: “akwvin”, “acazyuier”’
“date_of birth™: “7939 orcern 5 orcenmoxcan™

“date_of death”: “2014 sxputabIiH 23 KaHTap”

Conclusion

The work proposes the technology of automated filling of the ontology of factographic
retrieval system. The proposed technology allows to markup parts of speech in the text. The
authors cover the progress of the work on supplying the corpus of the Kazakh language texts with
scientific framework. While making morphological marking they considered the features of the
Kazakh word form change, and created the models of variable nominal and verbal word forms and
the lists of their word changing affixes. In the future we plan to continue research to develop
modules of syntactic and semantic analysers that expand opportunities for the filling of the ontology
of factographic retrieval system.
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PARSING AND ANNOTATION OF TURKISH-KYRGYZ DICTIONARY

Kadyr Momunaliev, Kyrgyz-Turkish Manas University kadyr.momunaliev(@gmai.com

The case study described in this article is the first milestone on the way toward a full
featured Text Encoding Initiative P5 annotation standard. The paper outlines parsing and annotating
workflow to obtain initial XML-based structure of Turkish-Kyrgyz dictionary. Typography-based
parsing techniques are implemented in procedural programming language environment;
corresponding workflow charts are presented in form of pseudo code and block schemas. Resulted
XML dictionary bases are verified and applied in desktop and web e-dictionary implementations. It
is proposed that such kind of explicitly structured data representation is easier to manipulate and use
as a basement for further deeper lexicographic annotations.

Keywords: dictionary data, structured data, unstructured data, XML, human-computer,
typography, semantics, syntax, parsing

HHAPCUPOBAHUE U AHHOTHPOBAHHUE TYPEIKO-KBIPI'BI3CKOI'O CJIOBAPA

Momynanuee  Kaowp  3amupoeuu,  Keipevizcko-Typeyxuii  Vuusepcumem  «Manacy
kadyr.momunaliev(@gmai.com

JlaHHOE TeMaTHIeCKOe HCCIIEA0BaHNE MPECTABISIET COO0M ONMH U3 MPOWAEHHBIX TANOB HA
NyTH K JOCTH)KEHUIO MOJHOLEHHOTO cTaHmapTa aHHOTHpoBaHusi Text Encoding Initiative PS.
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