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A STUDY ON THE SENTIMENT ANALYSIS (POSITIVE, NEGATIVE) OF WORDS
APPEARING IN KYRGYZ NEWS BY APPLYING THE DEEP LEARNING-BASED NLP
(NATURAL LANGUAGE PROCESSING) TECHNIQUES FOR STUDENTS PRACTICE

UCCJEJTOBAHUE AHAJIM3A (ITIOJIOKUTEJIBHBIX, OTPUIATEJBHBIX) CJIOB B
KbIPT'BI3CKUX HOBOCTSIX C IPUMEHEHUEM METO/IOB HA OCHOBE IIYBOKOI'O
OBYUYEHUS HJIN (OBPABOTKA ECTECTBEHHOT O SI3BIKA) JIVISI IPAKTUKH
CTYJIEHTOB

byn  usundee OyunonyH anObIHKbl MEXHONO2UACHL 0OO0N2OH Maduebll Muldu mepey YUpPOHYYeo
He2uz0eleeH ce3umoepou maidoo manaacvl OOHYA MEeOPUATbIK, MAKMAn aumkaHoa MaaIbIMammapobl
YORYIMYY JHcana anoblH-ana uwimemyy o6ackviuvl, mokenuzayus smaovi, Cezum co30yeyH Kypyy 3maobwi,
ce3umMoepou mandoo apkullyy OH JHcaHa mepc ce300pdy anyy 2madvl, mepey OuluM MOoOerouH
KOH(ueypayusicol, amrapyy >mabvl dcana MAAILIMammapovl Gu3yaidauimvlpyy 5madsl ColIAKmMyy
He2u32u MazmyHoapobl HCana aza 6auIaHbIUmMYy MexXHOA0UANAPObl KUPSU3ZEM.

Muvinoan muiwkapel, maanbimMammapovl 4o2yamyy 5mabblHOA AMKAPblIeAH CYULOOHY UWMEN Ybleyy
mexnonocuscel, STT (Speech to Text) scana TTS (Text to Speech) mexnonozusnapvl Kupausuiem.

byn usunoeede, ap wxamoaili auvik OYIAKMAPOLIH (KUMENKAHANAPObIH) dHcapOambl MeHeH, HNUMOH
MUNUHUK  0A3aCblH  madueeli. muiou uwmemyy uoupecynoe kondouwynean ‘keras’ 2.0 eepcuscol
KOJOOHYI2AH NPOSPAMMA dicasviiean. byn usunoee mabueviti mundu uwimemyyHy mepey YupoHyn
AHCAMKAH CIYOeHmmepee Hapoam 6epyy MaKcamvlHoa HCypey3ynoy.

O30k co306p: ce3umoepou mandoo HaHa cO30YK, MAATLIMAMMApPObl AN0bIH-ANIA UULEN Ybleyy, MmepeH
YUPOHYY, 8U3YaAN0AUIMBIDYY.

Omo uccnedosanue s6nAemcs  meopemuyeckum 6 001acCmu  aHaIu3a OMHOUleHul 0bpabomxu
ecmecmeeHH020 A3bIKA HA OCHOGe 21y60K020 00VueHUs, KOmopas AGIAemcs nepeoogol Mupogoil
mexHono2ue, a UMEHHO Jmanom cobopa u nped8apumMenNbHou 00pabomKu OAHHbIX, DMANOM
MOKEeHU3ayuu, 3manom NOCMPOEHUs. CI08APs OMHOUWIEHUU, dMANOM U3GNe4UeHUs] NONONCUMETbHBIX U
OMPUYAMENbHBIX CLO8 C NOMOWbIO aHAIU3A omHoweHuu. [ 1ybokoe oOyuenue 3HAKOMUM C OCHOBHbIM
COOEPIHCAHUEM U CEAZAHHBIMU MEXHONOSUAMU, MAKUMU KAK KOHGuU2ypayus Mooenu, 5man GblNOIHEeHUs. U
ImMan U3YAIUAYUU OAHHBIX.

Kpome moeo, 6yoem npeocmasnena mexuonocuss oopabomxu pedu, bINOIHAEMAs HA dmane coopa
oannuwix, mexnonozusa STT (npeobpazosanue peuu ¢ mexcm) u TTS (npeobpasosanue mexcma 6 peus).

B smom uccnedosanuu npoepamma Ovlia HANUCAHA € UCHONIb308AHUEM PA3IUYHBIX  OMKDLINbIX
ucmounuxog (obubauomex), exmouas eepcuto 'keras' 2.0, ucnonvzyemylo 6 obracmu 06pabomru
ecmecmeeHH020 A3bIKa 01 21YO0K020 00yyeHus na baze sazvika Python. Omo uccnedosanue 6vinonneHo,
4mooObL NOMOUbL CIYOEHMAM, U3VHAIUWUM 2T1YOOKYI0 00PAOOMK) eCmecmeeHH020 A3bIKA.

Knrwouegwie cnoea: amanuz omuoweHuni u cioeapv, npeosapumenvbhas oopabomka OaHHbIX, 21y60Koe
obyuenue, BU3YATU3AYUS.

This study is theoretical on the sentiment analysis field of deep learning-based natural language
processing, which is the world's advanced technology, namely data collection and preprocessing stage,
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tokenizing stage, Sentiment Dictionary construction stage, positive and negative word extraction stage
through sentiment analysis, deep learning introduces major contents and related technologies such as
model configuration, execution stage, and data visualization stage.

In addition, speech processing technology performed in the data collection stage, STT (Speech to Text)
and TTS (Text to Speech) technology will be introduced.

In this study, a program was written using various open sources (libraries) including ’ keras’ 2.0 version
used in the deep learning natural language processing field of the python language base. This study is
executed to help students who are studying deep learning natural language processing.

Key words: sentiment analysis and dictionary, data preprocessing, deep learning, visualize.

1. Introduction
Sentiment Analysis in natural language processing is an analysis method that quantifies sentiments as
positive or negative based on sentiment polarity, such as subjective sentiments, attitudes, and tendencies
in unstructured texts, and is widely used in the field of natural language processing.
Sentiment Analysis has been mainly performed in two approaches. The first is a lexical approach that
performs sentiment analysis using a sentiment dictionary, and the second is a machine learning approach
that classifies sentiments by applying machine learning techniques.
The lexical approach is a technique that is based on a vocabulary in which the criteria are defined in
advance when performing sentiment analysis of sentences, paragraphs, or documents made up of words.
Therefore, before performing sentiment analysis with a vocabulary-based approach, a sentiment
dictionary is defined, and the sentiment score of the text data, which is the subject of sentiment analysis, is
calculated and classified as positive or negative. In this method, sentiment analysis can be performed
relatively easily after the sentiment dictionary is built, but the sentiment dictionary must be built in
advance.
The machine learning-based approach refers to a model that extracts features so that a machine learning
methodology can be used for text data, and trains a machine learning model based on the features of the
extracted text data to perform sentiment analysis.
Machine learning sentiment analysis is performed through various techniques of supervised,
unsupervised, and semi-supervised learning. Among them, the representative techniques of supervised
learning used in sentiment analysis include Naive Bayesian classification, SVM (support vector
machine), decision tree, and artificial neural network.
Recently, research on sentiment analysis using deep learning-based DNN(deep neural network) is being
conducted. In particular, positive and negative binary classification sentiment analysis through CNN
(Convolution Neural Network) was performed, and meaningful results were achieved. In addition,
sentiment analysis was attempted using the LSTM (Long short-term memory) model, which effectively
solved the long-term memory problem of RNN (Recurrent Neural Network) in a cell structure method.
In addition, in natural language processing for deep learning, there is an embedding process that converts
natural language into a vector value composed of numbers so that the computer can understand the
natural language spoken by humans.
According to the embedding method, each word or sentence is expressed in n dimensions. If a word or
sentence is expressed as a unique vector in this way, similarity can be calculated through the vector
operation process for each word or sentence, and a computer can grasp semantic and grammatical
relationships just as humans infer. Before 2017, embedding techniques were mainly word-level, and the
representative word embedding is Word2vec.
Word2vec is a method of receiving corpus input and vectorization of words in the corpus. The neural
network algorithm used for learning word2vec is a natural language processing model that started from
Harris's distribution hypothesis. word2vec's learning methods include CBOW (Continuous Bag of Words)
and skip-gram model. The CBOW method predicts a specific word using the context composed of words
located around the specific word, and the skip-gram predicts a word that can be located around the
specific word based on the specific word.
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In this study, from recording the news of Kyrgyzstan to collecting and refining data, building a sentiment
dictionary, constructing a deep learning model, and processing data in detail, it can be used for deep
learning natural language processing learning for students studying natural language. The overall
processing process, the libraries (open sources) used in each step, and the results of the Python program
are described.

2. Data collection and preprocessing

2.1 Data collection through STT (Speech to Text) technology
Data collection of natural language processing uses web scraping techniques from the Internet or pre-
made text, but in this study we used news broadcast on YouTube 'Ana-Too 24-HoBoctu Keipreizcrana
on YouTube 'Ana-Too 24-HoBoctu Keipreizcrana ' . These are May 4, 2021 13:00 news, May 22 13:00
news, May 24 13:00 news, May 25 13:00 news, May 27 13:00 news, 6 It is 13:00 news on the 1st of the
month. The news was recorded in 'wav' format and converted into text using various STT techniques.
As libraries of the STT technology ‘librosa’ and ‘listdir’ were used to improve the sound quality so that
the recorded voice could be heard well, and this was visualized in a graph.
For visualization of audio sound, FFT (Fast Fourier Transform) was used. This is to decompose the time-
domain waveform through FFT (Fast Fourier Transform) and convert it into frequency-domain to grasp
the degree of frequency forming the original sound data and visualize it.
And it was converted voice to text using ‘speech recognition’. For reference, considering the
performance of ‘speech recognition’, the recording file size was limited to 2 minutes and 30 seconds.
After that, Russian news recorded using Google APIs 'googletrans', '¢TTS', 'google playsound', and
'ipd.Audio' was converted into English or other languages and used to listen to audio while reading the
translated text.

Figure 1. Audio files, Audio graph and translated English files
0, A/IAT0024-01.06.2021-1300-5.wav

0| AIAT0024-04,05.2021-1300-1.wav

.

tts.save( 'EN1.mp3")
playsound('EN1.mp3")

2.2 Data preprocessing and extraction of positive and negative words
In data preprocessing, 'speech_recognition' was used to convert Russian news into Russian text.
Figure 2. Russian text by applying STT technology

[ Converting audio transcripts into text ]

3aeepumnace Pabo4aa noesgka npe3maeHTa cagsipa xanaposa B GaTkenckod obnacTH HAKaHyHe rNaea rocyAapCTEa BCTPETMACA C XHTENAMM Ce
na Kynywaa wnekckoro paioHa W cena aetobyc BOTKMHCKOro paoHa BO BPeMA BCTpeuM rnaea rocypapcTea npu3ean OakuHues He NOARABATHC
A Ha PasNM4HbE NPOBOK3LUMOHHBIE WHCHHYAUHMW OTHOCHTENbHO NPUrpPaHU4HLIX BOMPOCOB W HE BEPHTL HEROCTOBEPHON MHOOPMAUMK W ewe pas OTMe
TMN u4TO BCe nocTpapaswwe goma OyayT Ge3so3Me3fHO BOCCTAHOBNEHH CTPOMTENbHbE paboTe NpegnonaraeTCA 33BepuMTb A0 WKHA CEMbAM MOrM
GuMX BBNNATAT KOMNEHCAUMM NO MUANKOHY CYMOB a NONYSMBUMM PAHEHMA OT 58 A0 188 THICAY CYMOB OH NOAYEPKHYA 4TO C nony4eHuem ocobor
0 cratyca Gatkedckoi obnactu Byser npefoCTaeneH PAA NerOTa AETH NOCTPANABUMX B NOTPAHUYHOM KOHONMKTE CeMbM NPOMAYT peabunnTaumo
Ha 03epe WCCHK-KYNb Takxe npesufesT A0basun 4TO NPORONXANTCA MEPONPHATHA NO YAYYWEHMK YCNOBHA TPyAa W noesweHuw 3apaboTHoW nnart
b COTPYAHMKAM CHNOBEX CTPYKTYP B TOM YMCNE NOrpaHn4Hukom Mo ero cnoeam B Bce BpeMAa Bce cunsl OyayT OpoweHs Ha NONHOE peweHHe npw
rpaHu4Hex npobnem A Gyay wanpasnate ocobwe ycwnwa ana nogmepxku GaTkexckoi obnactu Hy He nozsonuMm koMy-nubo NPETEHAOBATE Ha Keip
re3ckue 3eman ocobo oTMeTHA rnaea rocyaapcTea e xoge Gecegy € NPE3MAEHTOM MECTHBIE XHTEAM MHTEPECOBaNUChL BONPOCaMM AansHedwed no
AAEPXKH €O CTOPOHB FOCYRAPCTBA TPAHCPOPMAUMM 3eMens W APYTrHMM

For Russian sentences converted to text, removing stop words and word tokenizing were performed
using Tokenizer and ‘text to_word sequence’ of ‘tensorflow.keras’, a deep learning library.
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Figure 3. Tokenized Russian

tokenize:

[ *zaeepumnace’, ‘pabouas’, ‘noespgka’, ‘npesmpenTa’, ‘cagepa’, 'xanapoea’, 's', 'GaTkenckoi’', ‘ofnacTm’', 'HakawyHe', ‘rnaea’,
‘rocypapcTea’, ‘BcTpetnaca’, ‘c', ‘xuTensmn’, 'cena’, 'kynyHpa', ‘wnexckoro', ‘padoma’, ‘w’', ‘cena’, 'aetobyc’, ‘BOTKMHCKOr
o', "padowa', 'Bo’, "epema’, 'BcTpeun’, 'rnaea’, 'rocypapctea’, ‘'npu3san’, ‘Gaxwuues', 'we', 'nogpasatecAa’, "Ha', 'paznuqHu
e', 'npoBokauMoHHme ', ‘HMHCHHyauwm', 'OTHOCHTENsHO', 'npurpaduuHex’, ‘sonpocos’, ‘m’, 'we', 'sepuTe’, 'wepocTosepHOR', 'wnbopm
auymm’, 'n’, 'eme’, ‘paz’, ‘ormermn', 'urT0’, ‘BCe’, 'nocTpapasume’, ‘goma’, ‘Gyayt', ‘GeseoamesgHo’, '‘BOCCTaHoBAEHM', 'CTpouTe
newwe’, ‘pabote’, ‘npegnonaraeTcA’, ‘3asepumTe’, ‘A0°, "WWHA', ‘cemeAaM’, ‘norubumx’, ‘BWNNATAT', ‘KoMnewcauun', ‘no’, ‘mMunnuoc
Hy', ‘cymoB’', 'a’, ‘nonyumBuum’, 'panenns’, ‘'or’, ‘50", 'ao’, "'100°, 'TecAd', ‘cymos', 'oH', 'noguepkuyn’', ‘§T0’', ‘c’, ‘nonyy
exnem’, ‘ocoboro’, ‘craryca’, '6Garkenckoit’, ‘obnacTu’, '6yper’, 'npegoctasnex’, 'pAa’, 'nerova’, ‘peTtw’, 'nocrpagasumx’', 's’,
‘norpaHudHoM’, "koHGnukTe', ‘cemsu’, ‘npodgyT', 'peabunutaume’, 'Ha’, ‘osepe’, 'mccwk', "kyns’, ‘Takxe', 'npesugent’, 'pobasu
n', "yv0', 'nNpofonxawTCA', 'MeponpuATHA', 'no’, ‘yayqueHmw', ‘ycnoswi', ‘Tpyaa', 'w', 'nosswenww’, "3apaboTtHoit’, 'nnate’, 'co
Tpyakukam', ‘cunoeex’, 'cTpykTyp', ‘8', ‘Tom', 'uncne’', ‘norpaduuHukom’', "no’, ‘ero’, ‘cnoeam’', 'B’', ‘BCe', ‘BpemA’, 'Bce’,
“cune', 'GyayT°’, ‘'Gpowess', 'Ha', 'nonHoe', ‘pewenne’, ‘npurpanuuHeix’, ‘npobnem’, ‘A', '6yay', 'HanpaenaTe', ‘ocobee’, ‘ycunu
A', 'ans’, 'nogpepxkwn’, 'Garkewckod', ‘obnacTu’', ‘wy', "He', 'nozsonum’, ‘xomy', 'nubo’, 'npertengosate’, 'Ha', ‘Kkeipre3ckue’,
"szemnn’, 'ocobo’, 'oTmeTmn', ‘rnasa’, ‘rocypapctea’, ‘e’, 'xoge’, 'Geceam’, 'c', ‘npesmpenTtom’, ‘mecTHme', ‘xuTenn’', 'wHTepec

oBanucek’, ‘Bonpocamn’, 'gpant ., 'no W', 'co’, 'cTopoum’, ‘rocypapctea’, ‘Tpavchopmaumn', "3emens’, ‘'m’, ‘Apyrumna’]

Then, Russian the number of counters of words and frequency of words were extracted using ‘from

collections import Counter’ and ‘from nltk.tokenize import TreebankWordTokenizer’.

Figure 4. Russian frequency of words
word conut:

OrderedDict([('3aeepumnace’, 1), ('pabovan’, 1), ('noesgka’, 1), ('npesmpenta’, 1), ("capgwpa’, 1), ('xanapoea’, 1), ('s’,
5), ('6aTkenckon’, 3), ('obmacTw’, 3), ('Hacawywe', 1), ('rnaea’, 3), ('rocymapctea’, 4), ('scvpetmnca’, 1), ('c’, 3), ('xmTe
namu', 1), ('cena’, 2), ('kynynga', 1), ('wmnexckoro’', 1), ('pamomwa‘’, 2), ('n’, 5), ('aevobyc’, 1), ('soTkmHckoro’, 1), ('eo’,
1), ('epema’, 2), ('BcTpeun’, 1), ('npusean’, 1), ('Gakwnuee', 1), ('we’, 3), ('nogpasateca’, 1), ('Ha', 4), ('paznnuHwe’,
1), ('nposoxkaumonmsie’, 1), ('wHcuHyaumn', 1), (‘oTHocuTensHo', 1), ('npurpanmymex’, 2), ('sonpocos’, 1), ('sepute’, 1), ('Hen
octoBepHoir®, 1), ('whdopmaummn’', 1), ('ewe’, 1), ('paz’, 1), (‘ormetun’, 2), ('wt0’, 3), ('sce’, 3), ('nocTtpagasumwe’, 1), ('m0
ma', 1), ('6yayr’, 2), ('6e3po3mesgmo’, 1), ('BoccTavoBnews', 1), ('cTponTenshwe', 1), ('paborwm’, 1), ('npeanonaraevca’, 1),
("3agepunte’, 1), ('Ao', 2), ("woHA', 1), ("cemeam’, 1), ('norwbumx’, 1), ('swnnataTt’, 1), ('xomnexdcaumw’, 1), ('no’, 3), ('m
wanmory ", 1), (‘cymoe', 2), ('a’, 1), ('noayumeumm', 1), ('pavenmnn’, 1), ('or’, 1), ('58', 1), ("180', 1), (‘Twca4’, 1), (‘o
H', 1), ('nogsepkuyn’, 1), ('nony4enmem’, 1), (‘ocoboro’, 1), ("craryca', 1), ('6yger’, 1), (’'npegocrtaenex’, 1), ('pAa‘', 1),
('nerota‘’, 1), ('metn’, 1), ('noctpapaewux’', 1), ('norpawuuvom’, 1), ('xondnuxte', 1), ('cemsn’, 1), ('npoiayT’, 1), ('peabun
WTaumo', 1), ('osepe’, 1), ('mccux’, 1), ('kyns’, 1), ('Takxe', 1), ('npesmgent’, 1), ('mobasun’, 1), (’'npogonxawtca’, 1),
("meponpuaTua’, 1), ('ynyswewwmo', 1), (‘ycnoewd', 1), ('tpyaa’, 1), ('noewmmenmn’, 1), ("3apaborwod’, 1), ('nnate’, 1), ('cotp
yanmkam', 1), ('cwnosex’, 1), (‘cTpyxtyp’, 1), (‘'Tom’, 1), ("4mcne’, 1), ('norpawusumkom’, 1), (‘ero’, 1), (‘cnosam’, 1), ('c

To extract positive and negative words using ‘TextBlob’, Russian text was converted into English text.
The reason is that English has been studied grammatically the most in the deep learning natural language

processing field, and there are many testable libraries.

Figure 5. Translated English text

[ Translated text ]

meanwhile, 83,685 people were vaccinated against coronavirus in the country, of which 3@ 5585 were vaccinated with a 2 dose,

Anya Rakhmatova also said at the briefing. For all questions regarding vaccination, you can contact the immunization departme
nt of the FMC, the Republican Center for Immunoprophylaxis and the Bishkek City Center for Immunization with the support of t
he national Red Crescent Societies have created a call center, it works daily from 8:00 am to 6:8@ pm, it is planned to devel
op ecological tourism in Kyrgyzstan, the Deputy Director of the Tourism Department under the Ministry of Economy and Finance

said. a joint action plan was approved, one of the significant points of which will be the development of ecotourism, she sai
d money matova also noted that today the department is developing a plan for the restoration of the tourism sector after a pa
ndemic for 5 years. ecotourism is nature oriented tourism including the program Amma of environmental education and Enlighten
ment and carried out in accordance with the principles and environmental sustainability State Registration Service began issu
ing urgent general civil passports of the model of 2820 start accepting applications for issuing biometric passports From yes
terday, citizens can urgently issue and receive as soon as possible an international passport of Kyrgyzstan as soon as possib
le Regime a general civil passport of the sample of 20 years can be obtained in 3 hours 24 days and 8 days, the cost of servi
ces varies from 2380 soums to 6475 taking into account the bank's commission, we note the new generation passport complies wi
th the standards of the international civil aviation organization, it is protected by more than 3@ modern security elements w

For the translated English text, removing stop words and word tokenizing were performed using the

tokenizer and ‘text to_word_sequence’ of ‘tensorflow.keras’.
Figure 6. Tokenized English

Translated text_to_word_sequence:

['meanwhile’, ‘83", '685', ‘people‘’, 'were’, ‘vaccinated’, ‘against’', ‘coronavirus’, ‘in’, ‘the’, ‘country’, ‘of’, ‘which’,
‘39", "5585"', ‘were’', ‘vaccinated’, ‘with', ‘a’, "2', 'dose’, ‘anya’, 'rakhmatova‘', ‘also’, ‘said’, 'at’, ‘'the’, ‘briefing’,
‘for', ‘all’, 'questions’, ‘regarding’, 'vaccination', ‘you', ‘can’, ‘contact’, ‘'the', 'immunization', ‘department’, ‘of', 't
he', "fmc’, ‘the’, ‘republican’, ‘center’, ‘for', ‘immunoprophylaxis’', 'and', ‘the’, 'bishkek’, ‘city’', ‘center’, 'for’, ‘imm
unization', ‘with’, "the’', 'support’, 'of’', 'the’', 'national’, ‘red', ‘crescent’', 'societies’, ‘have’', 'created’, 'a’, 'cal
1', 'center’, 'it', 'works', ‘daily’, 'from’, '8', '€®', 'am’, 'to’, '6', '0®’, 'pm’, 'it’, 'is’, 'planned’, 'to’, 'develop’,
‘ecological’, ‘tourism’, 'in’, ‘kyrgyzstan', 'the’, ‘deputy’, ‘director’, ‘of’, 'the’, 'tourism’, 'department’, ‘under’, 'th
e’, 'ministry’, ‘of', ‘economy’, ‘and', ‘finance', 'said’, ‘a‘’, 'joint', ‘action’', ‘plan’, ‘was’, ‘approved’, ‘one', ‘of’, °
he', ‘significant’, 'points’, ‘of', ‘which’, ‘will’, ‘be', ‘the', ‘development’, ‘of', ‘ecotourism’, ‘'she’, ‘said’, ‘money’,
‘matova‘’, ‘also’, 'noted', 'that', ‘'today’', 'the', ‘department’, 'is', ‘developing’, ‘'a‘', ‘'plan‘’, ‘for', ‘the’, ‘restoratio
n', 'of’, "the’, 'tourism’, 'sector’, ‘after’, 'a’, 'pandemic’, 'for’, '5', ‘years’, 'ecotourism’, "is’, 'nature’, ‘oriente
d', 'tourism’, 'including’', 'the’, ‘program’, ‘amma‘’, ‘of', ‘environmental’, 'education’, 'and', ‘enlightenment', ‘and’, 'car
ried’, 'out’, "in’, ‘accordance’, ‘'with', ‘the’, ‘principles’, ‘and’, ‘environmental’, ‘sustainability’, ‘state’, ‘registrati

: <
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Then, by using ‘collections-Counter’ and ‘nltk.tokenize-TreebankWordTokenizer’, the number of
counters of words and frequency of words were extracted.

A ‘collections-Counter’ is a dictionary subclass for counting hashable objects. It is a collection where
elements are stored as dictionary keys and their counts are stored as dictionary values.

‘word _tokenize’ and ‘WordPunctTokenizer’ are libraries of NLTK (Natural Language Toolkit) that
tokenize corpus.

Figure 7. Frequency of words

[ Translated words Count with stopwords ]

english word Counter({',': 12, 'tourism': 3, ‘civil’: 3, 'passport’: 3, ‘vaccinated': 2, "30': 2, ‘also’: 2, 'Kyrgyzstan': 2,
‘plan’: 2, ‘ecotourism’: 2, 'environmental': 2, ‘issuing': 2, ‘'general’: 2, ‘passports’: 2, 'soon’: 2, ‘possible’: 2, ‘intern
ational': 2, “days': 2, 'elements’': 2, ‘meanwhile’: 1, °83,685': 1, ‘people’: 1, ‘'coronavirus’': 1, ‘country’': 1, '5585': 1,

"2': 1, ‘dose’: 1, ‘Anya’: 1, ‘Rakhmatova‘': 1, 'informed': 1, ‘briefing.’: 1, 'Red’: 1, ‘Crescent’: 1, 'Societies': 1, ‘creat
ed': 1, 'call’: 1, ‘center': 1, 'works': 1, 'daily’: 1, ‘'8:00': 1, '6:00': 1, 'pm’': 1, ‘planned’': 1, ‘develop’': 1, ‘ecologica
1°: 1, "Deputy’: 1, 'Director’: 1, 'Tourism®: 1, ‘Department’': 1, "Ministry’': 1, 'Economy': 1, 'Finance': 1, ‘said.’': 1, 'joi
nt': 1, 'action’: 1, 'approved’: 1, ‘one': 1, 'significant’: 1, 'points’': 1, 'development’: 1, ‘said’': 1, 'money’: 1, ‘matov

: 1, ‘noted’: 1, 'today’': 1, 'department’: 1, ‘'developing’': 1, ‘restoration’': 1, ‘sector': 1, ‘pandemic': 1, ‘'5': 1, ‘year

‘11, 'nmature’': 1, 'oriented’: 1, 'including': 1, ‘program': 1, "Amma‘: 1, 'education’': 1, ‘Enlightenment’: 1, ‘carried’

‘accordance’: 1, 'principles’: 1, ‘sustainability': 1, 'State’: 1, ‘Registration’: 1, 'Service': 1, 'began’: 1, ‘urgent’:

‘model’: 1, "2020': 1, ‘'start’: 1, 'accepting’': 1, 'applications’: 1, °‘biometric’: 1, ‘From’': 1, 'yesterday': 1, 'citizen
*: 1, 'urgently’: 1, "issue’: 1, 'receive’: 1, 'Regime’: 1, 'sample‘': 1, "20': 1, ‘years': 1, ‘obtained': 1, "3°': 1, ‘hour
: 1, "24': 1, '8': 1, ‘cost’: 1, 'services’': 1, ‘vardes’': 1, '2300': 1, 'soums’': 1, "6475': 1, "taking': 1, ‘account': 1,

"bank': 1, “'s": 1, 'commission’: 1, ‘note': 1, ‘new': 1, 'generation‘: 1, 'complies': 1, 'standards’: 1, ‘aviation': 1, ‘org
anization': 1, 'protected': 1, 'modern’': 1, ‘security’: 1, ‘'use': 1, ‘active': 1, ‘cover’': 1, ‘electronic': 1, ‘chip’': 1, 'pe
Analytical sentiment can be divided into seven categories. The second category is positive-negative, the
third category is positive-neutral-negative, the fourth category is neutral-happiness-sad-anger, and the
fifth category is nerve-happiness-surprise (surpurise + gear). , sadness, anger (hate + anger), the 6th
category is neutral-happiness-surprise-fear-sad-anger (hate + anger) and the 7th category is neutral-
happiness-surprise-fear-sadness-hate-anger. In this study, positive and negative words of the second
category were extracted using 'TextBlob', the extracted word names and number of words were
calculated, and 'polarity' and 'subjectivity' were also calculated. And the TTR (Type-token ratio) was
calculated using 'from lexical diversity import lex div as 1d".

‘TextBlob’ is a friendly front-end to the pattern and NLTK(Natural Language Toolkit) libraries.
‘TextBlob’ utilizes native Python objects and syntax to facilitate smooth operation. The Quick-start
example shows how to simply process the text to be processed as a string, and NLP (Natural Language
Processing) methods such as tagging a part of speech can be used in a string object.
Lexical diversity is one aspect of 'lexical richness' and refers to the ratio of different unique word stems
(types) to the total number of words (tokens). The term is used in applied linguistics and is quantitatively
calculated using numerous measures including TTR (Text-type ratio), and the measure of textual lexical
diversity (MTLD).
TTR is a value obtained by dividing the total number of types by the total number of tokens. TTR is
commonly used as a measure of lexical diversity.
Polarity is float which lies in the range of [-1,1] where 1 means positive statement and -1 means a
negative statement. Subjective sentences generally refer to personal opinion, sentiment or judgment
whereas objective refers to factual information. Subjectivity is also a float which lies in the range of
[0,1].
The subjectivity analysis method is just a method of classifying a given text as objective or not.
Figure 8. positive and negative words

[ Words analyzed for sentiment ]

Positive_feebacks Count : 1

[‘First']

Negative_feedback Count : 64
Figure 9. Polarity and subjectivity

[ polarity and subjectivity of sentiment ]

polarity : ©.13636363636363635

subjectivity : 0.5
Figure 10. TTR (Type-token ratio)

[ TTR ]

©.8333333333333334
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Afterwards, Russian and English TF-IDFs were extracted using WordCloud and matplotlib. TF-IDF(The
Term Frequency-Inverse Document Frequency) is a method of weighting the importance of each word in
the DTM using the frequency of the word and the frequency of the inverse document (a specific
expression is taken for the frequency of the document). The method of use is to first create a DTM, and
then assign a TF-IDF weight. TF-IDF is mainly used for finding the similarity of documents,
determining the importance of a search result in a search system, and for finding the importance of a
specific word in a document.

Figure 11. TF-IDF in Russian and English

yrgyzstan

Using pandas and matplotlib, extract high frequency tokenized words and express them as histograms.
Figure 12. Histogram by word frequency
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2.3 Create supermini-corpus
Based on the date order of the recorded files derived in the above process, a CSV (comma-separated
values) file type supermini-corpus was created consisting of the derived number of tokens, number of
words, number of positive words, number of negative words, TTR and sentiment values. Here, the
sentiment value is composed of the number 0 or number 1, and the number 0 is a sentiment, whereas the
number 1 is a sentence containing a positive sentiment. And using pandas, supermini-corpus of Excel
base was converted into supermini-corpus of CSV type.

Table 1. Supermini-corpus
Data Tokens Words Positive Negative  TTR Class

o

Data columns (total 7 columns):
# Column Non-Null Count Dtype

0 202104051 428 305 § 300 0.71130 I

® Date 24 non-null object

1 20210405-2 241 178 9 169 073780 [ | Tokens 24 non-null inté4

2 Words 24 non-null int64

2 20210405-3 531 386 13 373 0.72664 i 3 Positive 24 non-null inté4

3 WIS oM 14 l 148 069355 0 4 Negative 24 non-null int64
20210522 214 5 TTR 24 non-null floatée4d

4 20522 B4 M 10 191 08580 1 &  Class 24 non-null int64

dtypes: floaté4(1), int64(5), object(1)
2.4 Constructing supermini-Sentiment Dictionaries using word2vec and textblob.wordnet

If a word or sentence is expressed as a unique vector, similarity can be calculated through the vector
operation process for each word or sentence, and a computer can grasp a semantic or grammatical
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relationship just as a human infers. word2vec is a representative word embedding technique at the word
level.

In this study, the steps to construct a supermini-sentiment dictionary using word2vec and
‘textblob.wordnet’ were set as follows. The first is to extract words from text data. The second step is to
check the frequency of the extracted words. Third step, similar words of the extracted words are
extracted. The fourth step is to extract the similarity between the extracted words. Here, the similarity
between the two words increases as the sympathetic relationship with the same sentimental relationship
between the two words increases, and the antipathy relationship with the opposite sensibility decreases.
In the fifth step, a supermini-sentiment dictionary is created by integrating the sentiments of the inferred
words.

The WordNet used above is a representative of thesaurus, classifies several words into a synonym group
called 'synset' and provides a simple and general definition. It also records the various semantic
relationships between lexicons.

Figure 13. Derived similar words and degree of similarity

At et start@l = Synset('inoculation.n.01')
word = Word("vaccination") St e s
RS r. E L enddl = Synset('vaccination.n.02')
word, synsets print(‘similarity :', start@l.path_similarity(end@l))
[Synset('inoculation.n.01'), Synset('vaccination.n.02')] similarity : 0.07692307692307693

3. Deep Learning Model Configuration and Data Visualization

3.1 Deep Learning Model Construction
To build the deep learning model of this study, ‘tensorflow.keras’ and ‘sklearn’ were used to build the
deep learning model. However, since the sample data is too small, it consists of 6 input layers, 8 hidden
layers, and 1 output layer, 8 hidden layers, and 1 output layer, ReLU(rectified Liner Unit) function for
input and hidden layers, and sigmoid for output layer. We set the function, Loss function uses
binary crossentropy, optimizer set to ‘adam’, metrics=['accuracy'] set, batch size=5, epochs=50, and
deep learning was run.
Here, the ReL.U function is an activation function that returns 0 when the input value is negative, while
returning the input value as it is when the input value is positive. It is a function that is used a lot
recently because of its simple implementation. After that, when passing the result value from the last
hidden layer to the output layer, the sigmoid function was used to pass the value to the output layer
between 0 and 1. It is predicted that the closer the output layer's result value is to 1, it is a more positive.
And it is predicted that the closer the output layer's result value is to 0, it is a more negative.
In the neural network learning process, the current state is expressed as a loss function index. Loss is a
measure of the difference between the model predicted value and the actual data value. In
this study, ‘binary cross entropy’, which is suitable for training a neural network that predicts one of two
classes (positive or negative), is set as a loss function. And neural network learning is to find the
optimal parameters (weight and bias) that lower the value of the loss function as much as possible based
on this loss as a function index, and this process is called optimization. Since ‘Adam’ (Adaptive Moment
Estimation) used to optimize is an optimization algorithm that mixes momentum and ‘RMSprop’, it is
the most commonly used optimization algorithm in deep learning.

Figure 14. Deep learning run
0

Epoch 48/5

24/24 [======s=ssss=sssssssss=s==s=====] - 05 1ms/sample - loss: nan - accuracy: 0.6667
Epoch 49/50

24/24 [===========ss==ss=s=ssss=======] - @5 1lms/sample - loss: nan - accuracy: 0.6667
Epoch 5@/50

24/24 [=============s=ss=s=s===========] - @5 958us/sample - loss: nan - accuracy: 0.6667

As a result of learning with the training data, it showed an accuracy of 66.77

To increase accuracy, sklearn's 'train_test_split' library was used, and the ratio of training data was set to
70% randomly, the loss function was set to 'mean squared error', the optimizer was set to 'adam’,
metrics=['accuracy'], epochs=50, batch size=5, and deep learning was run. And the learning rate and
validation of the training data were not applied.
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‘mean_squared error’ defines the mean squared error between the predicted value and the actual value.
The formula is very simple, the larger the difference, the clearer the value is due to the squaring
operation. And squaring increases the cumulative value, whether the error is positive or negative.

Figure 15. Deep learning run with splitting training data and test data
0

Epoch 48/5
16/16 [=====sssssssssssssssssssss=====] - @5 I1ms/sample - loss: nan - accuracy: ©.8125
Epoch 49/50
16/16 [========ss=sss=ss=sss=ss======] - @s 1lms/sample - loss: nan - accuracy: 0.8125
Epoch 5@/50
16/16 [==============================] - @5 lms/sample - loss: nan - accuracy: ©.8125

As a result of training by separating the training data and the test data, the accuracy was improved to
81,25.

3.2 Data Visualization
Visualization was performed by creating various graphs such as catplot, FacetGrid and heatmap using
Matplotlib and Seaborn.
Matplotlib is a Python library that allows you to plot various data in many ways.
Seaborn is a visualization package based on Matplotlib that adds various color themes and charts for
statistics. Basic visualization functions depend on the Matplotlib package and the statistics functions
depend on the Statsmodels package.
Figure 16. Visualized graphs
Using ‘sns.catplot’, x-axis is ‘Positive’ , y-axis is ‘Negative’

Negative
]

Using ‘sns.FacetGrid’, x-axis is ‘Words’ , y-axis is “TTR’,
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Using ‘sns.heatmap’, Show correlation of Tokens, Words, Positive, Negative, TTR, Class
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4. Research Results
In this study, the whole process of sentiment processing in natural language processing is
done using deep learning.
That is, data collection through STT(Speech to Text) technology, data pre-processing,
positive and negative word extraction, supermini-corpus writing, constructing supermini-
Sentiment Dictionary using word2vec and 'textblob.wordnet', deep learning model
configuration, data visualization, etc. This was done by creating a Python program using open
source(libraries).
As a result of the study, it was found that positive and negative messages can be analyzed
through morphological analysis of words used in news.
And by classifying these words into positive and negative words, it was found that these
words can be applied to sentiment analysis.
In the deep learning execution stage, 'tensorflow.keras' and 'sklearn' were used.
The first was to run without splitting the training data and the test data and the accuracy was
calculated. The second was to run splitting into 70% training data and 30% test data
and the accuracy was calculated.
The program written in this study used various libraries (or algorithms) such as
‘tensorflow.keras’ used in deep learning. If you learn usage of these and understand the
ability to customize each library, you will improve your skills highly in the field of deep
learning natural language processing.
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